Fundamentals

of SPSS
Participant Workbook

American Samoa
Community Cancer Network

April-May 2008

Sara Krosch, MA




Fundamentals of SPSS Participant Workbook American Samoa Community Cancer Network
April-May 2008 Sara Krosch, MA

Contents

Introduction il

Session 1: Data Collection: Surveys 1

Session 2: Introduction to SPSS — Defining and Entering Data 13
Week 1 Task: Defining and Entering Data 23
Session 3: Descriptive Statistics and Assessing Normality 24
Session 4: Confidence Intervals and Recoding Variables 37
Week 2 Task: Working with Original Data 43
Session 5: Inferential Statistics and Correlations/Associations 44
Session 6: One-sample and paired t-tests 51
Session 7: Independent (two-sample) t-tests and 56

One-way Analysis of Variance (ANOVA)

Week 3 Task: Working with Original Data 63
Statistics Overview 64
Statistics Terms 65
Dealing with opened-ended responses in SPSS 174-181

“Chapter 20: Multiple response analysis and multiple dichotomy analysis”
excerpt from SPSS: Analysis Without Anguish (Version 15.0 for Windows)Student
Version by Coakes, Steed and Price.

sample data sets for this section available at
http://www.johnwiley.com.au/highered/spssv15/student-res/index.html



Fundamentals of SPSS Participant Workbook American Samoa Community Cancer Network
April-May 2008 Sara Krosch, MA

Introduction

This Participant Workbook was created to accompany a workshop-style training in the
fundamentals of data collection and statistical analysis using SPSS 16.0.1 software for health
professionals in American Samoa, coordinated by the American Samoa Community Cancer
network. Each session may take up to 2 hours to complete. Participants gain hands-on
experience through working examples and weekly tasks that are to be completed outside of
workshop sessions. The workshop culminates with participant presentations of work-related data
that has been analyzed using SPSS.

This workbook guides participants through the very basics of defining and entering data,
generating descriptive statistics and conducting basic statistical analysis to test hypotheses using
SPSS. No prior knowledge of statistics is assumed so fundamental statistical terms and concepts
are covered. No experience using SPSS is assumed either, however participants are expected to
have experience gathering data and entering it into Excel spreadsheets.

The overall goal of the training utilizing this workbook is the build the capacity of indigenous
cancer researchers and health professionals to gather and analyze local data in support of
scientifically rigorous inquiry.

The specific objectives of this workbook are to enable workshop participants to:

Develop and execute random sampling plans to gather local data via surveys

Understand basic statistics concepts and terms as they apply to SPSS

Define and enter data in SPSS

Generate descriptive statistics and interpret output in SPSS

Test for normality and make necessary transformations to achieve normal distributions of

sample data in SPSS

Conduct inferential statistical tests (hypothesis tests) and interpret output in SPSS

e Perform both descriptive and inferential statistics functions on original, local data and share
results

This workbook is accompanied by a disk containing sample data sets used in working examples
for each session as well as the booklet (.pdf) SPSS Survey Tips. Some of the content for
sessions was adapted from SPSS: Analysis Without Anguish (Version 15.0 for Windows)Student
Version by Coakes, Steed and Price (2008) available form John Wiley Publishers. This text
serves as an excellent step-by-step guide for further reading.

This workbook was compiled and created by Sara Krosch for the American Samoa Community
Cancer Network in March 2008. Any reproduction, distribution and/or use of this workbook is
freely granted for educational purposes only. Reproduction, distribution and/or use of this
workbook for profit is strictly forbidden unless by consent of the author.

The author can be reached at sarakrosch@gmail.com



Fundamentals
of SPSS

American Samoa
Community Cancer Network

Sara Krosch, MA
sarakrosch@gmail.com

Session Schedule
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Thur April 10 | Defining & Entering Data in SPSS 1]
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Session 1 - Data Collection: Surveys

Data is only as good
as the instrument and
methods used to gather it.

Garbage in...garbage out.

. Session 1 - Data Collection: Surveys

Step 1: Define the Area of Interest N

Step 2: Define the Population

Step 3: Decide on a Sampling Plan
> TODAY

Step 4: Choose Data Collection Methods

Step 5: Design your Instrument (survey)

Step 6: Pilot Test and Refine Instrument Y,

Step 7: Gather Data

Step 8: Analyze Data
Step 9: Report Results

Step 10: ACT on Data

. Session 1 - Data Collection: Surveys

Step 1: Define the Area of Interest

* What is the health issue you want to study?

« Is this the first time this topic has been studied?
« Do you need general or specific data?

« Is the topic sensitive?

* How will the data fit into the program?

Examples @




. Session 1 - Data Collection: Surveys

Step 1: Define the Population
total group of interest

American Samoans

American Samoans on Tutuila Island

American Samoan males on Tutulia Island

American Samoan males who
smoke on Tutuila Island

American Samoan males
ages 20-40 who smoke
on Tutuila Island

. Session 1 - Data Collection: Surveys

Step 1: Decide on a Sampling Plan

Census vs. Sample
Sample: representative subset of the population

Sampling Frame: list from which sample is drawn

Population: American Samoans
Sample: characteristics?

Population: American Samoan males ages 20-40 who smoke on Tutuila Island
Sample: characteristics?

. Session 1 - Data Collection: Surveys

\

Probability Sampling
(Random Sampling)
[

Non-Probability Sampling
(Non-Random Sampling)
[

« Simple « Convenience

« Systematic « Snowballing/Networking
« Stratified « Purposive

« Cluster (Area)

Random Sampling: selection process that makes choosing
any particular subject as likely or probable as the next




. Session 1 - Data Collection: Surveys

Random Sampling: selection process
that makes choosing any particular subject
as likely or probable as the next @

Why is random sampling important?
« Captures random variation in population
« Limits bias

« Can make more confident statements about the population

. Session 1 - Data Collection: Surveys

Sampling Plans

Non-Probability Sampling

(Non-Random Sampling)
Survey Site Distribution [
LF « Convenience
29% » Snowballing/Networking
« Purposive (focus groups)

Unknow n
29%

Other
7%

ASCC
21%

LBJ
14%

. Session 1 - Data Collection: Surveys

Sampling Plans

Probability Sampling
(Random Sampling)
« Simple
« Systematic

« Stratified
« Cluster (Area)




. Session 1 - Data Collection: Surveys

l Simple Random Sampling

1000 1) Sampling Frame: all patients
All patients N in past 12 months (N=1,000)

N 2) Decide on sample number
(n=100 or 10%)

3) Pick out 100 names out of a hat
OR

Use a computer program (Excel)
to randomly select 100

Patient sample

+ Easiest
- Could miss population variation

Using Excel to choose a Simple Random Sample

1) copy and paste the list of client names into a column in an EXCEL spreadsheet.
2) Inthe column right next to it paste (paste special> formulas) the function =RAND()
This is EXCEL's way of putting a random number between 0 and 1 in the cells.
3)  Sort both columns — the list of names and the random number - by the random numbers. This rearranges the list in
random order from the lowest to the highest random number.

4)  Take the first hundred names in this sorted list.

. Session 1 - Data Collection: Surveys

= Systematic Sampling

T [«
TR

— 5 v [= 1) Sampling Frame: all patients
R U 3 in past 12 months (N=1,000)
R List the population in random order for
7w = the characteristic of interest (gender, status)
v =
R 2) Number all the cases
v =
PR 3) Decide on the sample number
B L (n=100 or 10%)
W v =
iﬁ : :: 4) Pick a number between 1-5 (3)
v v =
L I 5) Start with the 31 case, and choose every
B v e
T T 10" case
Z : : + easy, more random than simple random
R sampling, good for large lists
Z : :Z -Homogenous, does not focus on sub-group

variability




. Session 1 - Data Collection: Surveys

l Stratified Random Sampling

. 1,000 1) Sampling Frame: all patients
All patients in past 12 months (N=1,000)
N 2) Decide on sample number
(n=100 or 10%)
100

il 30 "
‘ iy ! i ‘ i\ !

3) Divide the population into
non-overlapping groups (strata)

4) Do a simple random sample from
each strata with equal or
representative proportions

Random sample of each strata in

representative proportions + Represent more traits of the
population (key sub-groups)
- Requires more detailed information

. Session 1 - Data Collection: Surveys

l Cluster/ Multi-stage (Area) Sampling

60 Villages divided into 7 groups 1) Divide the population into

Each red village Clusters (geographic boundaries)

chosen .
2) Do a simple random sample of

T clusters

3) Do a simple random sample from
within chosen clusters

+ Covers large area, saves time and $
- Requires coordination

Random sample
within red villages

. Session 1 - Data Collection: Surveys

Sample Size

« Minimum 50-100 (if representative)
* Maximum 1,000 — 1,500

« Amount of error willing to tolerate

For example, if an emor of five percent (£5

percent] is acceptable, the formula calculates

the required sample size as:

N=_1_ =_1 ;
5 gozs - 400




. Session 1 - Data Collection: Surveys

Sampling Plans
\

Probability Sampling Non-Probability Sampling

(Random Sampling) (Non-Random Sampling)
I [

* Simple « Convenience

« Stratified « Snowballing/Networking
« Cluster (Area) « Purposive

« Systematic

gWhich have you used?

. Session 1 - Data Collection: Surveys

Step 4: Choose a Data Collection Method

* Observations

* Interviews

* Focus Groups
 Surveys/Questionnaires
* Experiments

. Session 1 - Data Collection: Surveys

Step 4: Choose a Data Collection Method

* Observations

« Interviews « Data from a large
« Focus Groups number of people
* Surveys/Questionnaires - Low budget

» Experiments
« Do not need in-depth
information

« Data collection
standardized

» Want to comment
about the population
based on a sample




. Session 1 - Data Collection: Surveys

Step 5: Design your Instrument (survey)

Things to consider...

* Goal of survey - type

» Method: self- or interviewer-administered
* Question and Answer Format

« Threats to Validity and Reliability

. Session 1 - Data Collection: Surveys

What is the goal of your survey?

* Pilot
* Baseline
. FO"OW-Up (reliability)

Common Types of Surveys

« KAB/KAP (knowledge, attitude, behaviors/practices)
* QOL (Quality of Life)
* Satisfaction

. Session 1 - Data Collection: Surveys

Will your survey be self-administered
or interviewer-administered?

SELF INTERVIEWER
+ Less time and money - Takes more time and money
+ Convenient + Allows for clarification

- May represent views beyond the | - Must train interviewers
respondent

- Usually more missing data + Usually more in-depth
data gathered

Depends on the topic and the population




. Session 1 - Data Collection: Surveys

Tips on writing questions
« short, < 25 words
« simple language

« use specific language Threats to Validity
(are we measuring

- " . what we think]
« avoid “double-barreled” questions )

« avoid “loaded” questions

« avoid “leading” questions

. Session 1 - Data Collection: Surveys

Examples:

Avre you satisfied with the amount and kind of
lung cancer prevention information you received?

Does having unprotected sex put someone at risk for HIV/AIDS?

Do you think the hospital is doing a good job of providing cancer
screening services?

How do you feel the government is handling the diabetes and obesity
crisis in American Samoa?

Do you usually go to the doctor when you are sick?

Do you agree or disagree that the school lunch
menu should not include soda and ice cream?

. Session 1 - Data Collection: Surveys

Examples:

Double-  Are you satisfied with the amount and kind of
barreled Jung cancer prevention information you received?

Leading Does having unprotected sex put someone at risk for HIV/AIDS?
Leading Do you think the hospital is doing a good job of providing cancer
&Vague - gereening services?

Double-

Barreled How do you feel the government is handling the diabetes and obesity
& Loaded Crisis in American Samoa?

Vague &
Leading Do you usually go to the doctor when you are sick?

Confusing Do you agree or disagree that the school lunch
menu should not include soda and ice cream?




. Session 1 - Data Collection: Surveys

Answer Formats:

Close-ended

« yes/no

« list of choices T

1 2 3 4
« likert scale Very Satisfied Dissatisfied Vary
Satisfied Dissatisfied
1 2 3 4 5
Stmaghy Agroe Welther Disagroe Strongly
Agree Agres nor Disagres
Disagres

. Session 1 - Data Collection: Surveys

Answer Formats:

Open-ended

« More depth and variety of data (attitudes, preferences, experinces)

Which ASCCN programs have you participated in?

—+—, (white space not blanks)

What services would you like to see included in our
family programs?

(Put at end of survey)

. Session 1 - Data Collection: Surveys

Answer Dilemmas...

“Don’t know” - only knowledge questions not opinion

“Can’t say” or “N/A” - data reflects real experiences,
but can avoid answering

Providing a list of choices vs open-ended

“all of the above”

“Other "

10



. Session 1 - Data Collection: Surveys

Step 6: Pilot Test and make Refinements

Why pilot test?
« test for understandability

« get extra feedback on format or possible answers
* saves time and money

Pilot test with who?
« co-workers, experts (content/face validity)

« small representative sample (20% of future sample)

. Session 1 - Data Collection: Surveys

Step 5: Pilot Test and Make Refinements

Use feedback from pilot test to make
necessary changes to question and answer wording

Learn from the experience of administering the survey

Decide whether incentives are needed
tangible vs intangible incentives

“Help our organization better serve people with disabilities in the community.”

“Your feedback will help shape future legislation.”

. Session 1 - Data Collection: Surveys

Pilot Test “Community Violence Survey”

Original survey from Guam with no changes made

1) Offer advice on

« Wording of questions

« Layout of survey

« Organization of questions

« Answer choices

« Construct validity: do all questions pertain to the topic

2) What sampling plan would you use and why?
Describe the characteristics of your population and sample.

3) What analysis would you like to do with this data?
What hypothesis do you have?

11



. Session 1 - Data Collection: Surveys

Next Session:
Introduction to SPSS - Defining and Entering Data

Action Items:
1) Install SPSS 16.0.1 software

2) Bring Excel spreadsheet of data to be analyzed

12



Using Excel to choose a Simple Random Sample

1) copy and paste the list of client names into a column in an EXCEL spreadsheet.
2) Inthe column right next to it paste (paste special> formulas) the function =RAND()
This is EXCEL's way of putting a random number between 0 and 1 in the cells.
3) Sort both columns -- the list of names and the random number -- by the random numbers. This rearranges the list in
random order from the lowest to the highest random number.

4) Take the first hundred names in this sorted list.

Microsoft Excel - SPSS_VOsurvey.x| Microsoft Excel - SPSS5_VOsurvey. x| Microsoft EBxcel - SPSS_VOsurvey.xls Microsaft Bxcel - SPSS_VOsurvey.xls Microsoft Excel - SPSS_VOsurvey.
K] ple gt wew jnset Foemar I W) me got vew [t Fomat T M) Bl Edt yew jsert Fpmat Tods [an M) Be Edt Yew [mert Fgmat Toos ot e 0] ple Bt wew et Fgmar
3" S g - AR A A De@oy SRY Lt h@a-I - D@ SRV s @A-TF - Ceday SR Y &Y
tatad |0 %y CIERCTEIR Gt ami DRy tatata 4@ WG| v (atata a2 %y
b-F-E - o “ = -
b ] M = ¥ & =RAND{} | B1 - £ =RAND) B2 - ~ ] = £
A B < A B c A B (e 1] E A B G [i] E A B 5
1 |Sa 1s: =RAND 1 Saa IO?\‘-'-UJI 1 |Sara 0 515963 1 |G 0.669
= o I—(ﬂ 2 |Seott & o | 2 Scont 1 -
2 [Scott 2 [Scott Bllx B coor - - ¥ as 2 [Scott 0.853
»
1lp P R ¢ 1P 0772
" i 4 [Wayna Bl e 4 | Wayne B gooy 3
4 [Wayne 4 [Wayna o™ Poste Specal.. . [ B st | 4 wame 0451
5 |Ryan 5 |Ryan G E p— = J"' Paste Specil... 5 [Ryan 0.065 E
6 | 6 | = Daete... - Tresert Copied Cgls... & Ll 0.985
Stove P
T |Steve 7 |Steve B, Clear Copterits . ot Dekete... 7 |Steve 0.881
aurio y
8 |Lawrie 8 |Launie 8 |sords L3 lrwert Comment 5 Jm:_" Clear Coptents 8 |Laurie 0.17
9 |Jordan 9 |Jordan L ' Formst Cels... st L3 Insert Comment 9 [ortan | 0.721
10 | At
10 | Ambsr 10 | Ambar L Pk From Lst... i B Eormat Cels... 10 | Ambr 0711
11 [Kieth ;
11 Kieth 11 |Kisth - Add stch iy 1cuh P From List... 11 Kieth 0.558
12 |Kanrie
12 |Konnia 12 |Konme o B ek, it el |$ ot 12 |wonnie  0.904
Marsse T r i
13 |Masisie 13 | Maisie 13 Moizes ] Msisio 13 Maisie 0.15
| Cory M | Cory
14 |Cory 14 |Cory 14 | Cory 0.276
15 Kean 15 | Kevin i 8] Kmin 1 [Kean 0.152
18 Rese 16 |Rase 16 Rese L oo 0416
17 st 17 |istatio S Natale 31| Hatalie 17 Haaie 0,407
16 |Hicalas 18 |Hicolas o icoles [ ricoles 18 Nicalas  0.074
19 | Madison 19 Madrson g adtaon [ Hadincn 19 Madison  0.734
20 |Deb 20 |Deb 20 Deb <. o 20 |oeb 0.104
21 Brent 21 Brem e Drart 21/ Brent 218 0.862
22 Hayla 22 |Kayla 2 Kyl 22 Kayla 27 Hayla 0.299
23 Jenna 23 |Jonna Al Jarra 23 Janna 23 Jenra 0.591
24 |Deug 24 |Doug 24 |Doug 24 Doug 24 Dovg 0.964
25 jenny 25 |joney 25 |jenny 25 jerny 25 jenny  0.488
26 |Chanin 26 |Channin 26 | Channin 26 Channin 26 Channin 0435
27 Chad 27 |Chad 7 Chad 2 Chad 27 Chad 0.627
28 |Adam 28 Adam ’
28 | Adam 28 |Adam 28 | Adam 0.007
23 | Stephanie 29 |Stophania 29 Stephanie 29 Stephuree 29 |Stepnanie 0.971
30 |Chewy 30 | Chevy 0| Chovy 30| Chevy 0 |chey  0.835
31 |Landan 31 |Landon 31| Landon 31 | Landon 3 |Landen  0.604
32 Jerry 32 | ey 32 | Jarry 32 | Jurry 32 ey 0.67
13 Jada 33 |Jada 3 |Jada 33 Jada 33 Jada 0.514
34 Chiisty 34 | Christy 34 | Chasty 34 Chesty M chisty  0.238
36 Cant ac Caes 38 |Randy 35 Randy ac o ne7y
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Session 2: Introduction to SPSS — Defining and Entering Data

Participants will be able to:
¢ Open and close the SPSS program
¢ Open an already existing data file
¢ Import an Excel data file
¢ Define and recode variables

Enter new data

Save data

Handle missing data

Practice with working examples

Key Terms:

case

continuous variable (numerical)
categorical variable

(string: binary, ordinal, nominal)

1 Opening SPSS on your computer

Start > All Programs> SPSS Inc. > SPSS 16.0

2 Opening an already existing data file

SPSS data files have the file extention .sav

When you start a new SPSS session and you know the pre-existing data set you want to work
with from the initial window choose: >Open and existing data source

| Y PSS 16.0 for Windows =)

Tl would you ke b do ¥

H
%
B
H\

Frgn he tutoriel

Ty in datn

Fun o exdsting query

Croabe new guery sing Database Wizard

—eeeee
%) {apen an nudsting dats source]

More Fles__ b
I Progene Fle EPSSIRC CPSS S Amples dem sa

K 0otUmnLS 60 SEmNgs TamUIDESOpISFES Tranngi0l

- e el St Taem mskbop PSS Temieng Sh—|

Dot shere Shis diaiog in the fubure

O ] Cancel

OR If SPSS is already open from the Menu Bar choose:
File > Open > Data > Program Files > SPSS Inc> SPSS 16 > locate the folder containing the data

file > select the .sav file > Open

13
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OR the > open file button

L=

T
& Working Example1 : Open the Sample File demo.sav
File > Open > Data > Program Files > SPSS Inc> SPSS 16 > Samples > demo.sav > Open

3 Reading a Data File

A data file is displayed in the Data Editor. SPSS data files are made up of rows and columns.
Each row is a case (an individual respondent to a survey). Each column is a variable (question
on a survey). Variables can be categorical (binary, ordinal, nominal) or continuous (numbers).

B demo.sav [DataSet1] - SPSS Data Editor =]
3 Edt  wiew Data Transtorm  Anslyze  Graphs  LMitiss fl-ons \ Wincaw  Help
CZ)E.% E oo 6k A Af SR Bge
ate |ss *[visibie: 28 o1 23 Varisbles
| age marital | address | income | inccat | car carcat ed employ etire empcal | jobsat
1 55| Married 12 72.00 $50 - §74 3620 Luxury Did not co... 23 Mo More than 15 Highly sati... F=)
A 56 Unmartied 2 153.00 §76+ 7690 Luxury Did not co. 35 No Mare than 15 Somewhat -
3 26 Married 9 26.00 §25 - 49 1370 Economy Some colle 4 No  Less than 5 Neutral H
4 24 Married 4 26.00 5§25 - 549 1280 Economy College de 1} Mo Less than & Highly diss.
5 25 Unmarried 2 2300 Under §25 11.30 Economy High schoo 5 N 51015 Somewhat
] 45 Married 9 76.00 75+ rpeal Luxury Some colle... 13 No 51015 Somewhat ..
7 42 Unmarried 19 40.00 §25 - §49 19.80 Standard Some colle... 10 Nao 51015 Somewhat ...
8 35 Unmartied 15 £7.00 $50 - §74 2820 Standard High schoo, 1 No  Less than 5 Highly diss... A
9 46 Unmarried 26 2400  Under §25 1220 Economy  Did not ca. " No 4to 15 Highly sati. . f
10 34 Married 1} 89.00 §75+ 46.10 Luury Some colle. 12 No 61015 Somewhat
1 55 Married 17 72.00 %50 - §74 3550 Luzury Sorne colle 2 Mo Less than 5 Meutral A
12 28 Unmarried 3 2400 Under 25 11.80 Economy College de... 4 Mo Less than S Highly sati...
13 3 Married 9 40.00 §25 - §49 21.30 Standard College de... 1} Mo Lessthan$ Somewhat ... A
14 42 Unmartied g 137.00 §76+ B3.90 Luxury Some colle. 3 No  Less than 5 Highly diss... A
18 358 Unmarried & 70,00 350 - §74 34.10 Luxury Some colle. 9 No 4to 15 Somewhat
16 52 Married 24 168.00 §75+ 76.90 Luxury  College de. 16 Mo More than 15 Highly sati
17 21 Married 1 37.00 525 - 549 1860 Standard Some colle. o Mo Less than 5 Highly diss.
18 32 Unmarried a 28.00 $25- 349 1370 Economy  Did not co.. 2 Mo Less than 5 Somewhat ... F7
KT [+ ]
Data View | Varisbis View )
SPSS Processor is ready

Hover over a column title for a more descriptive name.
OR from the Menu Bar choose: View > Value Labels

OR the > Value Label Button

5

There are two tabs at the bottom of the Data Editor: Data View and Variable View

i)
“=* Working Example 2 : Using the Data View and Variable View answer the following about
demo.sav
e How many people were surveyed?
e How many questions (variables) were in the survey?
o What did question 14 ask in the survey?

4 Saving files and ending a session
To save a file choose: File >Save as > type the file name and make sure it is a .sav file > select
the location of the file > Save

14
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To end a session without saving choose: File > Exit
(You will be prompted to save the contents of each window)

5 Importing from Excel (.xIs files)
Data can be imported from Excel. (To import Access or Text Files see detailed instructions in the
Tutorial.) The Excel column name will become the variable name. Names will be converted to

have no spaces.

To import an Excel spreadsheet choose: File> Open> Data > Samples Folder> Select .xls as the
file type to view > SPSS_VOSurvey.xls > Open > Check read variable names from first row or
choose the worksheet or range > Continue

'."[E'I

- Working Example 3: The results of a 2006 community survey of violence in American Samoa
were entered into an Excel spreadsheet. Locate the file SPSS_VOsurvey.xls. Open itin SPSS
and save it as 06ViolenceSurvey.sav using the directions above.

6 Entering new data directly
You can enter data directly into SPSS. Data is entered in Data View. Variables are defined in

Variable View.

In the Data Editor, Data View rows represent cases (observations) and the columns represent
variables. In Variable View each row is a variable and each column is the attribute associated

with that variable.

Before entering new data in the Data View it is best to define your variables in Variable
View. The main types of variables are continuous (numbers, currency, dates) and categorical
strings or text).

6.1 Defining variables in Variable View

Imagine you conducted a follow-up study to the 06ViolenceSurvey.sav file. The survey
contained questions: gender; age; Have you witnessed family violence? You have completed the
second survey and now you want to enter the data directly into SPSS.

By
« Working Example 4:

First, open a new data sheet File > New > Data

Go to Variable View to enter and define the variables

Under the variable column Name enter each variable: 1 gender, 2 age, 3 witFV

B *Untitled3 [DataSet3] - SPSS Data Editor g@
file Edt iew Data Transform  Analyze  Graphs  Ulties  Add-gns  Window  Help

CHE B 00 =Bk o i S4F B0

Name Type ‘ Width |Dec\ma\s‘ Lahel | “Walues Missing Columns Align ‘ Measure
1 gender Mumeric 8 2 Mone Mone g Right & Scale 4

2 age Mumeric 8 2 Mone Mone g Right & Scale

) Mumeric a 2 Maone Maone g Right & Scale

4
Deta View | Variable View

S‘P“S‘S Prﬁééséér ié ra;an‘ﬁy.

Notice that variables are automatically given a numeric data type. age is a continuous numeric
variable while gender and witFV are categorical string variables.

15
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e Working Example 5: Define gender and witFV as string variables.

Click in the Type column for gender and click the [...]. Choose string and characters: 8 > OK
Repeat this for witFV.

None of the variables have decimals. Change this by clicking on the Decimals column and
change the number to 0 for each variable.

The column Label allows you to enter a longer more descriptive variable name. This is especially
helpful when there are many variables or similar variables. Enter the following by typing in the
Label column for each variable:

Variable Name Variable Label
gender respondents gender
age respondents age in years
witFV ever witnessed family violence

£H] *Untitled3 [DataSet3] - SPSS Data Editor

File Edit iew Data Transform  Analyze Graphs  Utities  Add-ons  Window

cHAE E 00 LEE A g BEH $00

Mame | Type ‘ Width | Decima\s| Lahel
1 gender String 3 0 respondent gen..
2 age Mumeric g 0 respondent age..
3 witFy String 3 0 evar withessed ..

4]
Data Yiew | Wariable View

Defining Value Labels is useful for statistical reports and charts. A value label assigns a number
to a categorical string label.
Value Lable gender

Survey Data Type: String
Options Name

male M 0
female F 1

other 0] 2

Value Lable witFV

Survey Data Type: String
Options Name

yes y 1

no n

= Working Example 6: Click on the Values column for gender and [...]. Enter the value
(number) you want to assign to the first gender label (M) and then Add. When you have
entered each choice for gender click OK. Do the same for witFV.

16
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gender witFV
£ value Labels =] £ value Labels =]

l—\lalue Lahels l—\lalue Lahels

L Speling vawe o ] el ot

Lakel \o | Lakel \n |
|

|
Remave
| Ok ” Cancel ” Help ‘ | Ok ” Cancel ” Help ‘

Now that your variables have been defined entering the survey data will be quicker and you are
less likely to make errors.

[ *Untitled3 [DataSet3] - SPSS Data Editor (=<
File  Edit “iew Dats  Transform  Analyze  Graphs  Uilties  Add-ons Window  Help
CHE FE 00 L5k 4 g SEH $00)
MName | Type | WYidth | Decimals| Label [ “alues I Missing Columns Align | Measure
1 gender String &} 0 respondent gen... {0, M}.. Mone g = Left & Nominal
2 age Murneric 3 0 respondent age... Mone Mane 8 = Right & Scale
3 witF% Sitring ] a ever witnessed ... {0, n}.. Mone &} = Left &> Naminal
4 | s I | ’l
Data Yiew | Wariable View
|

6.2 Missing data

It is rare to obtain complete data sets. Survey respondents can skip a question or not answer it
correctly. If you do not filter missing data your analysis can have inaccurate results. You may

also want to analyze the type of respondents who did not answer the question or the questions
frequently skipped.

When you have missing data you can leave the cell blank or assign a missing code value (usually
999 or the variable mean). Missing codes must be of the same data type as the data they

represent (missing numeric data must also have numeric missing value codes). Missing codes
cannot appear in the data set.

o

& Working Example 7 : in the data set below one respondent’s age is missing. To create a
missing value click in the Missing Column for age > Discrete missing values >999 > OK

Q Missing Values

O Mo migging values
(3) Discrete missing values|

pas I I |

O Range plus one optional discrete missing value
Lowy: | | High: | |

Dizcrete walue: l:l

{ (o34 ” Cancel ][ Help ]

Now that a missing data value has been added, a label can be applied to that value.
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B value Labels
‘Value Lahels
Lahel
| o |[ss9="Noresponse”
[ ghange |
[ Remowe |
\

Missing String data (gender and witFV)

Q Missing Values E

() Ko migsing values
@) Discrete missing values

[n= Il Il \

Range plus one optional discrete missing value

ow | o | \
Digscrete value: l:l
H Ok |” Cancel || Help ‘

Now you can add a label for your missing string data

@anue Labels

Value L

Label: [no response

Add ‘ F="Female"
ht = "Male"

o< || cancet || e

6.3 Entering data

5
& Working Example 8 : Go to Data View to begin entering your survey data found below.

Follow-up Survey Data
case | gender age witVO
22
34
38
27
56
21

40
22
18

2O N[O WIN(—~
SORKIKKIDKKIOK

Notice the choices you defined for each variable will appear in a drop down box for you to
choose. You can also type the data.
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B *Untitled3 [DataSet3] - SPSS Data Editor
file  Edt Wiew Data Iransform  Analyze  Graphs  Utilities  Add-ons Window  Help
cHE E b0 LEBEF A A8 EoE B0

|1 o gender ‘0

| gender age | witFY | | ‘

1 I

2 M

3 F
0
{

[=

Data View | Varisble View |

When you are finished entering the Data you can see what values are associated with your labels
by clicking View in the menu bar and choosing value labels or click on the Value Label button.

[ﬂ-uwmleu: - PS5 Data Editor
Ele E Vew QOeis  Dransform  Ansbyre  Jeaphe iles/ Addgns wkre il
2B B o LEE A G E0E Be
11wty
gender age | wiFY
1 |m 2y
2 M My
3 _‘v‘ Bn
4 |F Fy
5 F Wy
b _|' in
T F ¥
8 |F 0y
9 |o 2y
10 o Bn
| 3
i —

ATip: Inserting and deleting cases and variables
Often data will need to be inserted in an existing data file. You can add or delete cases
(rows) and variables (columns) in Data View.

To insert a new case between existing cases, select any cell in the row below the position where
you want to insert the new case. From the menus toolbar select Data > insert case

OR click the Insert Case tool

OR right click on the number above the row you want to insert a new case and choose insert
case.

To insert a new variable between existing variables, select any cell to the right of the position
where you want to insert the new variable. From the menus toolbar select Data > insert variable

OR click the Insert variable tool

OR right click on the variable to the right of where you want to insert a new variable and choose
insert variable.

B *Untitledd [DataSet4] - SPSS Data Editor
File  Edt Wew Data Iransform Ana\yzsﬁa_ph\unmes Add-ons Window  Help
cHa T o0 EBRk a\As EeF B9

‘1 o gender |

‘ gender age ‘ witF ‘ ‘ |
[ 1
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To delete an entire case or variable right click on the number of the case or the name of the
variable and choose clear.

ATip: Copying and pasting variable attributes
After you have defined a variable’s attributes you can copy these attributes and apply
them to other variables. For example, several of your survey questions may have yes/no
or a likert scale format (strongly agree, agree, no opinion, disagree, and strongly
disagree).

In Variable View, add your new variable (name, label). Click on the values cell for a previously
entered variable whose attributes you want to copy. From the Menus bar choose: Edit > copy
Click on the value cell for the new variable. From the Menus bar choose: Edit > paste

Now the defined values from the earlier entered variable are now applied to the new variable.

To copy all attributes of one variable to a new variable click the number of the row of the variable
you want to copy. From the Menus bar choose: Edit > copy

Click on the row number for the new empty row. From the Menus bar choose: Edit > paste

All attributes from the first variable are now applied to the new variable.

~
Untitled - Data Editor (=] Untitled - Data Editor =)
Fle Edt View Data Transform Analyze Graphs Ubities Add-ons Window Help Fle Edit Wew Data Transform Anshyze Graphs Lklties Add-ons Window Help
‘ Marne ‘ Type ‘ W\dthl Decimals Label ‘ Name Type | Width | Decimals Label ‘
1]age Iumeric g o Respondent's Age {95 1)age Nurneric 8 0 Respondent's Age {95
Murneric E] i) Marital Status 2| marital Nurneric ] 0 Marital Status {0,
3income Dollar 12 i} Household Income | Mo 3income Dollar 12 0 Household Income Mol
4|sex String g 0 Gender {F, 4] sex String g 0 Gender {F.
5|agewed Mumetic 8 2 Age Married {92 5|agewed Mumeric g 2 Age Married {0¢]
B|%ARDOOOT | Murneric ] 2 {95 B[vARDOODT |Mumeric 3 2 {95
7|VARDODDZ | Mumeric & 2 [EE 7|+ARDO002 | Numeric g 2 (9t
B|VARDODDS | Murneric ] 2 {98 8|vARDOOOS | MNumeric 8 2 {9t
B Nurneric 0 {0)
10
11
12
13
14
15
16
17
<\ Data View \Variable View / < S <\ Data View }Variable View / < -
? i >

A Note on copy/paste: Copying and pasting selected data cells in Data View only copies the
data vales with no variable attribute definitions. Copying an entire variable in Data View
by selecting the name at the top of the column will also past that variables defined
attributes.

Tl DataSet2 [demo.sav] - Data Editor = DataSet2 [demo.sav] - Data Editor =B

Fe G ¥ew pa» Jaslom Awhee Gais Ulles Adlge Wodew G |Ee Edt View Data Transform Analyze Graphs Lbities Add-ons Window Help

1:age 7]

sddress | income | incest | ear | 4
12 7200 3 3620 2| marital Murmeric 4 {0, Unrr
o b 153 m 4m /B 3|address  |Numeric 4 ] Vears at curre None
______ 1 a B 20 13.70 4]income Nurneric ] 2 Household inc |None
1 1 W 100 1250 5|inccat Humeric & 2 Income catego {1.00, L
_. & - o, ]I 100 13 — =
1 5 hataSel3 {smalldemo sav] - Data fditar =] 5 & *DataSet3 [smalldemo.sav] - Data Editor =
(006 E3 Som Eitn Tciom " Srdon. S iehe e e e Tk | El Edt Vew Data Iransform anabyze Graphs Lbies Acdons Window Help
11 : age 5 Hame
[age [N 4 0 don
2| marital Mumeric 8 2 on
3|address Mumeric 8 2 Mon
4|house Mumeric 8 2 Mon
& pets Numeric g 2 Non
<l \gata Wiew ) Variable View 3
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= Working Example 9: Imagine more data from your follow-up survey has just arrived. You now

have data for 2 more questions: home region on the island (home); Have you used family
violence services (FVservices)?

Enter the following variable information. Insert a column so that the variable home comes
between age and witFV. Since both home and FVservices are categorical string variables, a
variable value can be assigned to each. And since FVservices uses the same value codes,
variable attributes from witFV can be copied and pasted.

variable number | variable name variable type variable label variable value
3 home string respondents 0= west
home region 1= central
on island 2= east
5 FVservices string ever used family | 1=yes
violence services | 0=no
8 *Untitled1 [DataSet0] - SPSS Data Editor =Jo&d
file  Edt ‘iew Dsta  Irsnstorm  Analyze  Graphs  UWilties  Adc-ons Wincows  Help
cHa T 60 LEBRF & A8 EE B
Mame ‘ Type ‘ Width | Dec\ma\s‘ Lahel [ “alues | Missing Columns Align | Measure ‘
1 gender String 8 respondents gender {0, M}... NR g &5 Mominal
2 age Mumetric =] 1] respondents age in years MNone 933 g & Scale
3 horme String 8 o reposendents home region on island {0, w} MR 8 &~ Morminal
4 witFy String 8 o ever witnessed family violence {0, n} NR g &> Mominal
5 FVserices  String 8 o ever used family violence services {0, n}.. MNone g & Mominal
i
Data View | Variable View |
[SPSS Processorisready | ||

Now enter your new data for home and FVservices in Data View. Save this data set as
Vsurvey.sav

Additional Follow-up Survey Data

case | home FVservices
1 w y
2 c y
3 [ .
4 c y
5 e n
6 c n
7 w n
8 c y
9 e y
10 [ n
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B Uriiod? [DataSer0] - 5755 Data Edier CJOES| B Uniiod (oatasor0] - 5755 bata Editer =]
File Edt View Dsta Iransform  Analyze Graphs Utiiies Add-ons  Window Help file Edt Wiew Data Iranstorm fAnsbze Graphs Utiies Addars Window el
EHE E 00 mEE a4 A 265 B cHA E 60 =E2F A A4 SGH(Yo®
[12: Fvservices | [Visible: 5 of 5 Variables [12: Fvservices I N\ |visile: 5 o 5 Variables

gendar | age | harme | witFy | Fsemices ‘_\te gender | age | home | witFy | F\sewices ‘_\te
1 M 22w ¥ ¥ = | 1 0 220 1 1 = |
2 M TS y y 2 ] 31 1 1 !
3 M | n Mo Respon... — 3 a 3|1 0 MR ]
4 F Fe y y 4 1 271 1 1
& F 56 e ¥ n 5 1 o6 2 1 0
B F M n n B 1 211 u] a
7 F 999 w ¥ n 7 1 9990 1 0
5 F Me y y 8 1 401 1 1
E] 0 e y y 9 2 22 1 1
10 o] 18 n n - 10 2 181 u] a =
4] I DN 4] : [ DN

| ataview | werisbieview [ Verisble View

[ |sPss Processorisready| | | [ [ || [Value Labels |sPss Processorisready| [ [ | |||
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““ Week 1 Task: Defining and Entering Data

You have been given the following data to define and enter in SPSS.
¢ Define a variable name for each variable, a variable label and value labels (for
categorical variables)

o NOTE- all variables can be considered “numeric” type as long as the data entered

fits this type

e Enter the data for each variable
Check that the data has been entered correctly
e Save the data as diabetes.sav

Description of diabetes.sav data set

Variable Number Variable Name Description

1 DIABETES Diagnosis of diabetes (1= yes, 0=no)

2 AGE Age in years

3 SEX O=male, 1=female

4 WEIGHT Weight in Kgs

5 HEIGHT Height in cms

6 CIGS cigarette consumption, average number per

day
7 ALCOHOL alcohol consumption, average number
standard drinks per week
DIABETES | AGE SEX | WEIGHT | HEIGHT | CIGS | ALCOHOL

1 1 45 0 97.1 200 12 12
2 1 43 1 55.5 160 0 14
3 1 67 0 85.2 175 15 21
4 1 54 1 67.0 163 20 7
5 1 47 1 74.0 170 12 14
6 1 42 0 88.0 183 9 0
7 1 38 0 90.5 190 25 30
8 1 66 1 60.0 166 30 0
9 1 64 1 68.8 163 0 20
10 1 55 1 70.0 165 6 7
11 0 43 0 85.8 191 0 35
12 0 42 0 84.0 184 0 14
13 0 36 0 79.5 175 10 7
14 0 48 1 55.4 164 15 0
15 0 51 0 86.1 180 0 15
16 0 52 1 56.0 163 0 15
17 0 61 0 70.2 168 18 0
18 0 44 1 70.0 166 0 5
19 0 40 0 754 175 10 8
20 0 35 1 67.7 165 20 0
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Session 3: Descriptive Statistics and Assessing Normality

Participants will be able to:

¢ Distinguish categorical and continuous
variables

¢ Create frequency tables and bar charts
for categorical variables

¢ Create histograms, box plots and
scatterplots for continuous data
Assess normality for continuous variables

e Make normality transformations

Key Terms:

categorical variable
continuous variable
frequency

descriptive statistics
mean, median, mode
histogram/box plot
scatterplot

normal distribution curve

1 Types of Variables
Different types of statistical analysis are done on different types of variables. Variables
fall into two categories: categorical or continuous.

Categorical Variables: data with a limited number of distinct values or categories
Also be called qualitative data (Examples: gender, marital status, diagnosis)

Categorical variables can be string (text), or numeric where number codes represent
categories (0= unmarried 1= married)

There are three types of categorical variables:
°  Binary- only two possible answers (yes no)
°  Nominal — a name or category with no implied order (type of cancer: breast,
cervical, lung, prostrate)
°  Ordinal- name of category in a meaningful order (high, medium, low) but the
distance between variables cannot be calculated

Continuous Variables: data with an infinite range of values and a distinct distance
between each value. Also call quantitative or scale data.

(Example: $72,195 is higher than $52,398 and the distance between the two values is
$19,797)

-
= Working Example 1: In the data set you define and entered, diabetes.sav, which
variables are categorical and which are continuous?

DIABETES continuous categorical
AGE continuous categorical
SEX continuous categorical
WEIGHT continuous categorical
HEIGHT continuous categorical
CIGS continuous categorical
ALCOHOL continuous categorical
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2 Descriptive Statistics

Descriptive statistics are used to summarize and describe the data gathered.
Descriptive statistics are useful in making basic observations about the data such as the
number of males and females, the age range and the mean (average) number of
cigarettes smoked. Other statistics such as standard deviation give more information
about the distribution of each variable.

2.1 Descriptive Statistics for Categorical Variables

Categorical variables are summed up in terms of their frequency or number/percent. A
Frequency Distribution shows how often a value was present (how many males and
females). Frequencies can be shown in tables of counts and percents or in bar charts or
pie charts.

&
“= Working Example 2: The Frequency procedure produces frequency tables that
display both the count and percent of cases for each variable. Open the data set

diabetes.sav

Analyze > Descriptive Statistics > Frequencies
Chose the categorical variable > > check Display frequency tables

Fle Edt View Data Transform JAPaes] Graphs Utiliies Add-ons Window Help & Frequencies
EZS:I"\:UVE Statistics Frequencies Laene s | Statistics: |
Tables éesmptwes::: ol Age cyears) [age] [l isgnasis of disbetes [d..| = =
Compare Means Explare. ,{l Sex [zex] (4 Charts... 2|
General Linsar Model Crosstabs... ol st tkos) povsight] | — |

Mied Madels

Correlate

Regression

Loglinear

Classify

Data Reduction

Scale

Monparametric Tests
Time Series

Survival

Mukiple Fresponse
Missing Yalue Analysis...
Coniplex Samples »

Balia... ol Height (oms) [height)

,{Icwgareﬁa Consumgtion (... ‘ « |
,{I Alcohol consumption (dr...

Display frequency tables

‘ Ok J| Paste || Reset || Cancel “ Help

Click on Charts > bar chart > frequencies > continue > OK

@ Frequencies: Charts

Chart Type

() Nane

() Pie charts

() Histograms:

Chart Values

(3) Frequencies () Pergentages

cortinue || cancel || Hew |

A frequency table and bar chart appear in the Output window.
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..............

Other important statistics for categorical variables include the mode and the median.
The mode is the category with the greatest number of cases (most often). For ordinal
data the median, the value at which half of the cases fall above and half below (middle)
is useful when there are many categories.

2.2 Descriptive Statistics for Continuous Variables
Most statistical analysis deals with continuous variables because this data has the most
variability. There are several measures to continuous variables.

Measures of Central Tendency include the mean (average) and median (middle
value).

Measures of Dispersion show the amount of variation or the spread of the data. These
include variance, standard deviation and minimum and maximum values.

o Variance - The variance is how much individuals score differ (or deviate) from
the mean. Variance is based on squared deviations of scores about the mean.

o Standard deviation - The standard deviation is a measure of variability
expressed in the same units as the data. In a normal distribution, 68% of the
scores are fall +1 standard deviation from the mean, 95% are +2 standard
deviations from the mean and nearly all scores, 99%, are with in +3 standard
deviations of the mean.

Measures of Central Tendency and Dispersion show if a variable has a normal
distribution or if the data is not normal (skewed- clumped to the right or left). A Normal
distribution has

°  asymmetrical bell-shaped curve

°  only one peak

°  no outliers (extreme values)

° and the mean and median are the same.

26



Fundamentals of SPSS Participant Workbook American Samoa Community Cancer Network
April-May 2008 Sara Krosch, MA

Normal Distribution Curve (continuous variables)

012
010
0.0s
008
004
0oz

0.oo
¥ o 8 E B 50 AF g 2 7%

Continuous variables are displayed in histograms. Histograms are similar to bar charts
but their bars touch indicating the continuous nature of the data. Each bar represents a
range of values and the height of the bar is determined by the mean of each range.

"‘g Working Example 3: The Frequency procedure produces tables and graphs
(histograms and box plots) showing the mean, median and distribution of a continuous
variable.

Using diabetes.sav Analyze > Descriptive Statistics > Frequencies > select the
continuous variable > Cigarette consumption > (uncheck display frequency tables)

Click on Statistics > check mean, median, standard deviation, minimum and maximum >
Continue

P [_m Froquencies: Statistics =

Percentie Vales Cenlral Temdency
Wariable(s)

{I Diagnosis of diabetes [d... ,{l Cigarette Consumption (...
£l age (yesrs) [age] Charts

ol sexlsex | Formet..

il wisignt (=) fweiatt) = -
Tl Height cems) height] | + |
ol aiconal consumgtion gr |

Guarties | Wean

o SR FORE | (o] Mg

Bercantia(sr L
fm

aﬂ

‘Wiues are group micpoints

Dispersion Distribtion

7] 3. deviation 7] M Shaymass

]
] nce| ] Margimum furtosis
|| Display frequency tables] =

Rt SE mesn

o [ come | meem ][ coma ][ ren | = =

Click Charts> check histogram> with normal curve> Continue > OK

B Frequencies: Charts

Chart Type

) Nane:

O gar charts
() pie charts

(3) Histograms:

Chart Values

cotivee || cancel || Hel

A frequency statistics table and histogram is displayed in the Output viewer.
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Histogram

e

fil

» Canumption {eigaiday)

Output Analysis Questions for Cigarette Consumption:

Does the curve appear to be normal or skewed?

Are the mean and the median the same?

What are the minimum and maximum responses?

What is the standard deviation?

IF this were a normal distribution 68% of respondents smoke between and
cigarettes per day?

The extreme values found in the data set diabetes.sav shifted the mean to the right so
that the histogram is positively skewed. Notice how extreme values have no effect on
the median.

POSITIVE SKEWHESS HEGATIVE SKEWHNESS

S LELI T LER:

- — g
i‘iﬂlﬂ

3 Assessing Normailty

Most statistical analysis assumes that continuous variables are normally distributed. If
distributions are not normal or skewed they can be transformed before further analysis. Normality
is only assessed for continuous variables.

There are several graphs that can be generated to determine if a continuous variable has a
normal distribution. They include:
e Histograms
e Boxplots
e Scatterplots
- Normal (QQ) Probability plots
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- Detrended Normal QQ Probability plots

Some statistics can also be used to check for normality:
e skewness
e Kkurtosis
e Kolmogorov-Smirnov and Shapiro-Wilks

3.1 Normality Graphs

-

= Working Example 4: To obtain graphs and statistics used in determining if a continuous
variable is normally distributed use the Explore procedure.

Analyze > Descriptive Statistics > Explore >

![_mmuumuﬂll-’ﬁnmhlmr
Do L® Yew (st DIocelom | Aahee Grachs  Wibes  Addgns  Pandw  bse
el I e LR

1
diabietes ane cgs alcchol
o] iE! R
1 E ] a
3 1 12 12
4 1 = £
5 1 0 7
& 1 12 14
7 1 & 7
8 1 0 -
] 1 ] 0
0 1 15 2
1" a 15 a
12 [ 0 15
[E] a ] »
W, a 10 a
. 15 o o 14
18 o 1 .1 ) o
7 o E1 o 0 TE8 18 o

Using the data set diabetes.sav select the variable AGE > move it to the Factor List > Display
Both > Click Plots > check histograms, Normality plots with tests > factor levels together under
Boxplots > Continue > OK

-
Q Explore: Plots
EH Explore Boxplots Descriptive ——
e s (3) Eactor levels together
= - Statistics..
ol Dingnesis of disbetes [d..| —— [l Age (years) [age] ;] () Dependents together Histooram
ol sex (e + | ‘ Flats: O hione
Height (oms) [heigtt] Eactor List
ol Cigarette Consumptian ¢

— HNormality plats with tests
ind | rSpread vs Level with Levene Test

® Hone

ol Alcohol consumption rer

o | Label Cases by

Powver estimation

lay Transformed Power |Natura\ log "
(@ Bath () Statistics () Plats () Untransformed
[ ok [ psste H Reset || cancal ][ Help J Continue ” Cancel ” Help ]

All tables and graphs are displayed in the Output Window.
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Let us first look at the histogram for the variable AGE.

%= “Output! [Document1] - SPSS Viewer

Fle Edi View Dsta Iransform Insert Format  Analyze Graphs

zdalk B F o EnLEE 0% £ K

=] output &

Log

=—{&] Frequencies

Title

(R Motes

Active Dataget

(L8 statistics

L& Diagnosis of di Histogram

{3 Bar Chart

8 Log

=—{g] Frequencies

12 B ch g

I Motes W=20

Active Dataset

L& statistics

(i Histogram

8 Log

5—{E] Descriptives 1
—{E Title g

Motes

L[ Active Dataset

L& Descriptive Sta

Log

=—{&] Frequencies 2

] Title

Hotes

L[ Active Dataset i I

—LE statistics

=—{&] Frequency Tab
Title
L Sex i A 5 ki

L8 Alcohal co

5[ Bar chart Age (years)

—ETite

ities  Add-ons Window  Help

B ke + - @@ %

i

Age (years)

Frequency

The Y axis shows frequency of cases. The x-axis values are the midpoints of the value ranges
(each bar covers a range of 5 years). Compared to the ideal normal distribution curve, this
histogram’s shape is positively skewed.

The Boxplot shows the summary statistics for AGE.

Ideal boxplot AGE boxplot

E (extreme)

O (outlier)

upper fourth sor]
. median

lower fourth

i

0 (outlier)

E (extreme)

The boxplot shows the median, the spread of the data, the 25" and 27" percentiles and any
outliers. The lower boundary of the box is the 25" percentile and the upper boundary is the 75%
percentile. The median is the horizontal line in the box. The smallest and largest observed
values are shown in the length of the whiskers. Any outliers are shown with a (o).

If the distribution is normal
e The median line will be centered in the box
o the whiskers will be of equal length
e and no outliers are present

As with the histogram the boxplot shows that AGE is slightly skewed.
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The Normal QQ Plot is constructed by plotting each observation by its z-score (how many
standard deviations it is away from the mean). In the Normal Probability (QQ) Plot cases will

follow a straight line along a diagonal if the distribution is normal. Systematic departures from this
line show lack of normality.

Ideal Normal QQ Plot Skewed QQ Plot

Expected Normal Yalue

15 20 25 30 35 40 45

¥ bl Hemrsl
a '

Observed Value

Normal Q-Q Plot of Age (years)

Expected Normal

T T
30 40 50 80 70

Observed Value

The Normality plot for AGE looks slightly skewed.

The Detrended Normal QQ Plot plots deviations from the Normal or the deviations from the
diagonal line in the Normal QQ plot. The points should show a random pattern distributed around
the zero line, with no apparent clustering of points (points do not follow lines).

Ideal Normal Detrended Plot Skewed Detrended Plot

e
= T = =
s WER

Cr b Horsd
Ewr b Horsd
L
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02 o

T
30 40 50 &0

Observed Value

AGE values are scattered and do not appear to be aligning, but some values are far from the zero

line.

3.2 Normality Statistics
Skewness and kurtosis refer to the shapes of the distribution. Both skewness and kurtosis
values are zero (0) if the distribution is perfectly normal. Positive values for skew indicate a
positive skew. Negative values for skew indicate negative skewness.

Positive values for kurtosis indicate a distribution that is sharply peaked (leptokurtic). Negative
values for kurtosis indicate a distribution that is flatter (platykurtic).

—m=03x=1 0§
——m=035x=0.7
—fr—m=05x=1.5

Descriptives

Statistic

Std. Error

Age {years)

Median
Yariance
Std. Deviation

Mean

958% Confidence Interval
for Mean

Lower Bound

Upper Bound
5% Trimmed Mean

Minimum
Maximurm
Range

In ile Range
Skewness
Kurtosis

48.65
4405
63.25
48.39
46.00

96 fifi1

9.832
35

67
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2198

512
992

AGE has a positive skew and a flatter than normal kurtosis. We also know that mean and median
are equal in normal distributions. Age mean is 48.65 while the median is 46.0, which are nearly

equal.
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The Kolmogorov-Smirnov and Shapiro-Wilk statistics correspond to the QQ and detrended
probability plots. If the significance level (.Sig) is greater than .05 then we assume the data fits
the normal distribution. Shapiro-Wilk should be calculated if the sample size is less than 100.

Tests of Normality

Kolmogaro-Smmimoy? Shapira-iilk
Statistic df Sig Nsitatistic df’ ﬁlﬂ

Age fyears) 145 | 20 N 2007 933 20 [\ 145 >

a. Lilliefors Significance Carrection

* This i= a lower bound of the frue significance

These statistics tell us that AGE is normally distributed.

CONCLUSION: Combining our analysis of graphs and statistics for normality, we can conclude
that although AGE is not perfectly distributed it is not extremely skewed. A transformation of the
data is not necessary. The variable has a near-normal distribution.

'.'IH.

4 Working Example 5: Continue working with the data set diabetes.sav
o Obtain descriptive statistics and histograms for all continuous variables
o Decide if each variable has a normal distribution or is greatly skewed

Variable Mean Median Standard Distribution Curve
Name Deviation (norm, pos, neg)
AGE 48.65 46.00 9.632 Normal

4 Variable Transformation

Variables rarely conform to the classic normal curve. When skewness and kurtosis are extreme,
transformation is an option. The decision to transform variables depends on the severity of their
departure from the norm.

A variable can be transformed 4 different ways:

Natural logarithm (In) — most common and good to reduce effect of outliers
Square root (V)

Reciprocal (1/x)

Square (x°)

If a variable has a non-normal distribution, try transforming it via each of these 4 ways. The
transformed data can then be assessed for normality. The transformed variable that is closest to
normal should be used for further analysis.

In Working Example 5 you discovered that some variables in diabetes.sav are not normally
distributed. Choose one variables that is significantly skewed to perform a series of
transformations.

All transformations are done using the Compute command. The Instructions below describe how
to transform the non-normal variable HEIGHT.
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4.1 Logarithmic Transformation (Ln)

Transform > Compute > in the Target variable box type an appropriate variable name (HTlog) >
from the Function group select arithmetic > from Functions and Special variables box select Ln
(short of Log) and press A > select the variable (HEIGHT) and press » > OK

1
Q Compute Variable
Target Yariable: humeric Expression
- Lnmeand

Type & Label.. |

ol Diagnosis of diaketes (o ‘

all sz tyeers) lage)

ol sex [sex1

ol Weight (ks [weight]
ol Heloit oms) [height)
ol cigerette Consumption (
ol Alcchol consumption (dr

unction group:
m 2
arithmetic

ICDF & Noncentral COF
(Conversion

(Current DateTime
[Date Avithmetic -

Functiones and Special Varisbles:
lans [~
lrsin
Lhi(rume:or). Numeric. Returns the base—e logarttmof | |artan
pumespr, vehich must be numeric and greater than 0

Cos
Exp

Loto

Ln
Lngamma
Mol —

| 1r.|(optional case selection condtion) Rnd
iSin -

Ok i[ Paste H Reset H Cancel || Help ‘

Now the new variable HTlog has been created and tests for normality can be performed.

fm-mm.m[mu.smnmem G@
Iu.mmwmymmmmammMGme |
cHL @ oo LRl MGl S2F %9

e i Rt §018 Vertine
disbetes age sex waight hgight cigs alcohal Htlag

1 43 1 855 160 a 14 508 = |
2 1 3 i 00 166 Y 0 511 |
3 1 4 1] a7 200 12 12 530 |
4 1 = ] 05 190 -] 30 535 |
5 1 54 1 670 163 m 7 09 |
] 1 &7 1 740 170 12 14 514 'mi
7 1 & 1 Ton 165 6 N
8 1 B 1 -] 163 0 .1 ) am
3 ! 2 0 a0 183 B 0 521
10 1 67 1] 852 175 15 A A16
1 1] 43 1 5.4 164 1% 510
12 ] 82 1 &0 163 ] 15 09
13 o 4 o .-%.] =, o » 55
14 1] 40 1] 754 175 0 8 516
15 o 42 i) 840 184 i) 14 52
16 Li] » 1 (152 165 m N
17 0 (1] 0 70.2 168 18 0 512
1o ': n Ak i 'mJn LT3 0 E £ .'.'j

Tata View | Viviabin View |
SPSS Pencesser i roady |

4.2 Square Root Transformation (V)

Transform > Compute > in the Target variable box type an appropriate variable name (HTsqrt) >
from the Function group select arithmetic > from Functions and Special variables box select sqrt
and press A > select the variable (HEIGHT) and press the » > OK
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T =
B Compute Variable
Target Veriable: Numeric Expressior
HTsort - SORT(heighth
Type & Label ‘
£l Diagnasis of disketes [d ‘
il 22 years) [age]
uniction group:
Sex [sex] It —
Weight (kgs) [weigh] =
ol Weight (ke [weight] Femen -
ol Height (oms) [heiaht) =
ICDF & Noncentral CDF
ol Cigarette Consumption (.
(Conversion
ol #cahol consumgtion (dr X
(Currert DeterTime
Hilog S =
[Dste Arithmetic ~
[~ Eunctions and Special Yariables:
‘ lArtan =
Cos
SERT(UMEXA). Numeric. Retus the pastive sousre o ka
oot of umessar, which must be numeric and nat Lot0
negative.
Ln
Lngamma
ot
Rt
s
| ... |(optional case selection condition) sart
SE— [Trune -
ok || paste |[ gesst [ concel |[ ren |

4.3 Reciprocal Transformation (1/x)

Transform > Compute > in the Target variable box type an appropriate variable name (HTrec) >
using the keypad, type 1/ in the Numeric Expression box > select the variable (HEIGHT) and
press » > OK

581 Compute Varlable
Target Varisie: T Egressint _
|Hetree = N inegn
[ T s |
|l Pengrismis o skt 4 -
oill £ (yeaen) (o]
|oill S aee] Fl_."‘“"!‘ﬂ'!{" -
|oill Weigne g pweighe) [

I |arttmetic

d R A JCOF & Morcenirnl COF
|l cagnresme Corampeion | Pl

Id i L iﬂlrm Db Tieme

| . [ontionel vase selection condtion)

[T ]| oown || o || cooce |[ new |

4.3 Square Transformation (x/x)

Transform > Compute > in the Target variable box type an appropriate variable name (Htrsq) >
select the variable (HEIGHT) and press P > using the keypad, type * in the Numeric Expression
box > select the variable (HEIGHT) and press » > OK
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[ﬂ‘:umpms Varlable

Toroet Vanisiie Pk Expressin
Hifsa = heghttneght

[ Tyve s st

_,{l S ———— -
aill £ yene) ]

BT

uill Wegnt g [oeriort]

o e

|aifl Cxpnrese Consumpeion |

il Aiconat consumption (o

Pupetion grougr
a1 i
&rthmetic [ |

[CDF & Morcentrnl COF
[Cormernion

[urrens Dt Time

| . [ontionel vase selection condtion)

Now the new variables HTsqrt, HTrec and HTsq have been created. Tests for normality can be
performed on each of these new variables. Which ever variable version of HT__ is most normal
should replace the original non-normal variable HEIGHT in future statistical analysis.

.'.ﬁ'l
r"’k Working Example 6: Follow the instructions above to figure out which transformation of the
HEIGHT variable produces a distribution that is closest to normal.
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Session 4: Confidence Intervals and Recoding Variables

Participants will be able to: Key Terms:
¢ Obtain and explain confidence intervals random error
for continuous variables systematic error
e Recode variables confidence interval

1 Types of Error
When reporting the results of statistical analysis some level of error is always expected. There

are two types of error: random error and systematic error.

Random error occurs naturally in a sample when the cases chosen for observation have a mean
value above or below the norm (a skewed curve). To correct for natural random error repeated
samples of the same size or a larger sample size can be observed.

Systemic error usually occurs as a result of poor sampling techniques or when a confounding
factor is not controlled for in analysis. For example, if you conducted a survey by distributing your
questionnaire in front of the Post Office in Pago Pago on Good Friday your sample is likely to be
unrepresentative of the population because it can only contain people who:

° arein Pago Pago at the time

°  who go to the Post Office

°  who are not attending church

2 Confidence Intervals

Researchers should always try to have minimal random and systematic error in order to arrive at
more normal distributions. When a distribution of a variable is normal we can be confident in
reporting our results.

Confidence intervals are used to indicate the reliability of findings from a sample. When you
compute a confidence interval, you compute the mean of a sample in order to estimate the mean
of the population. For example, a Cl can be used to describe how reliable survey results are.
Confidence intervals are often stated at the 95% level. “We are 95% confident that population
mean weight of people with diabetes is between and kilograms.”

A survey result with a small Cl is more reliable than a result with a large CI.

95% of scores fall within the blue with a confidence interval of 66-114.
“We are 95% confident that the population mean will fall between 66Kg and 114Kg.”

42 54 BB 78 90 102 114 126 138

Open the data set diabetes.sav. We will obtain 90%, 95% and 99% confidence intervals for the
population mean weight of diabetics and non-diabetics.

Dependent Variable — the effect, changes in response to the independent variable

Independent Variable (factor)- causes a change, sometimes deliberately manipulated
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Analyze > Descriptive Statistics > Explore > Dependent List WEIGHT > Factor List DIAGNOSIS >

@ Explore
Dependert List .
Statistics..
,{IAge (vears) [age] — d:lWeigm (kais) [weight] ‘é‘
N E ‘ L ‘ [ pete. |
ol Heioit rems) [height] _ [ optons.. |
Cigarette Consumption (... Factor List: ——
il Aconol consumption (ar..| ——
L+
Label Cazes by:
rDisplay:
(3)Bath () Staistics () Plots
‘ Ok Jl Paste || Reset H Cancel “ Help |

Statistics > 90% > Continue > OK

E Explore: Statistics
[] Descriptives
Confidence Interval for Mear %
[ M-estimators
[ outliers
[] Percentiies
| contrue || cancet || e
Descriptives
Diagneosis of diakets: Statistic | Std. Error
Wieight (kas) Mo Mean 73.010 35717
90% Confidence Interval Lower Bound 66.463
for bean Upper Bound 79.557
5% Trimmed Mean 73.261
Median 72.800
Variance 127572
Std. Deviation 11.2848
Minimurm 65.4
Madrmurm 861
Range 30.7
Interquartile Range 19.7
Skewness - 447 687
Kurtosis -.942 1.334
Yes Mean 75810 4.38684
890% Confidence Interval Lower Bound B7.569
for Mean Upper Baund 83651
5% Trimmed Mean 75533
Median 72.000
Variance 192.408
Std. Deviation 13871
Minirmum 55.5
Maximum a7.1
Range 418
Interquartile Range 23.4
Skewness 143 687
Kurosis -1.228 1.334

)

= Working Example 1: Obtain 95% and 99% CI to complete the table.

mean weight 90% CI 95% CI 99%CI

Diabetics 75.610Kg 67.569 - 83.651

Non-diabetics 73.010Kg 66.463 - 79.557

What do you notice about the length of the intervals when the confidence level (%) changes?
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I
& Working Example 2: Obtain a 95% CI for population mean cigarette consumption for diabetics
and non-diabetics

mean cigs 95% CI

Diabetics
Non-diabetics

Express the results: “We are 95% confident that ?

3 Recoding Data
Sometimes you may want to recode variable data to:
e turn a continuous variable into a categorical variable (example: individual ages into age
range categories)
e combine several response categories into a single category (education level > educated)
e create a new variable that is the computed difference between two existing variables (first
WEIGHT — second WEIGHT)
e recode negatively worded scale items (strongly agree --- strongly disagree)
e replace missing values and bring outlying cases into the distribution

3.1 Create categories for a continuous variable

You are working with the data set diabetes.sav and you would like to create age categories from
the continuous variable AGE. Since there are few cases you will use a median split to create two
new age categories.

You can figure out median age by Analyze > Descriptive Statistics > Frequencies > AGE .
Statistics > Median> The median (middle) age of respondents =

Transform > Recode Into Different Variables (this will retain the original data)

£ Diabetes.sav [DataSet1] - SPSS Data Editor M=%
File Edt Wiew Deta | Iransform  Anslyze Graphs  Uities Addons  Window  Help
=B I & o @ compue variable.. % o %
1 disbetes X7 Count Values within Cases visible: 7 of 7 Vatiables
diahetes #X Recode into Same Yariahles .. J height ci

1 X¥ Recode into Different Variables 4 164 = |

2 &y Automatic Recade... ] 163

3 [B2 wisual Birning B 191 [

4 i 1758

B8 Rank Cases

] = 0 184

5 S Date and Time Wizard.. 7 165

7 | Create Time Saries o 168

5 Bf] Replace Missing Velues... o 166

3 & Random Number Generstors 5 175

10 1 180 =

[l Ol

Select the variable AGE > type a new variable name (AGEcat) and variable label > Change

39




Fundamentals of SPSS Participant Workbook
April-May 2008

American Samoa Community Cancer Network
Sara Krosch, MA

@ Recode into Different Variables

humeric Yariable - Oulput Yariakle,

Output Variable —
[l Disgrosis of disbetes [ fage = AGEcat
ol sex [sex) | Mame:
ol wisight (gs) [wveight] |
ol Heiit (o) theiaht] Label
ol cigarette consumption (.| ——
ol A1cahol consumption (o t|

Oled anc New Values

T
1w (optional case selection condition)
|

Paste H Reset “ Cancel H Help ]

Click on Old and New values > click the third Rang button and type the median age for AGE >

In New Values type 1 > add >

@ Recode into Different Variables: Old and New Values

rOld Value

() Walue:

New Value

(2) walue: |1

| () System-missing

() system-missing
O System- or user-missing

() Rapge:

1

through

(2] Range, LOWEST through value:
() Rangg, value through HIGHEST:

1

() Al gther values

) Copy old values)

Old --= New:

Add

[ cronse |

| Remove ‘

Wielth

[] Output varisples are strings

[[] Convert numeric: strings to numbers ('5'-=5)

[ Cortinue ” Cancel “

Help ]

Click on the third range button > type the median +1 > new Value 2 > Add > Continue > OK

@ Recode into Different Variables: Old and New Values

rOld Value

() Walue:

New Value

@) value: |2

| () System-missing

() System-missing
O System- or user-missing

() Ranie:
through

() Range, LOWEST through value:

1

(%) Rangg, value through HIGHEST:

() &1 gther values

) Copy old values)

Dl = Mew:

Add Lowvest thru 46 --= 1

[ cronge |

| Remove ‘

Wielth

|:| Output variables are strings

[ Convert numeric: strings to numbers (5-=5)

[ ][ s ][ ree ]

Now the variable AGEcat has been added to the data set with two possible values
1=0-46 years and 2 = 47+ years
This variable can now be used for analysis as a categorical variable.
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| S Diabetes.sav [DataSet1] - SPSS Data Editor ok
| Do G Vew [ua  [anstom  gnaiyze  Grache HEer Addgn:  Wndow  Hel
|“H& B o LBk A Al BLE %29
1 : daeies Viske: 0o § Yariabies |
| | age oo | wesght | height | cigs | aleshol | AGEcat
1 I 1 54 164 15 a 20 |4
2 & 1 %0 163 15 200 |
3 4 0 ®8 19 0 # 1m |
] a0 ] 754 s 10 ] 1.00 |
5 ) 0 240 184 [ 14 100 -
3 £ 1 6.7 185 .l 0 10
7 61 0 02 168 18 0 200
8 m 1 700 166 [ 5 10
a £ o 75 s 10 H 1m
10 51 0 5.1 180 0 14 2m
1 4 1 w5 160 [ 14 100
12 & 1 B0.0 166 £ o 20
13 5 0 o1 20 12 1 1m
14 £ 0 05 190 = 0 100
[ 5 1 &0 183 = i 20
16 @ 1 740 170 1 18 2m |+
a1 1 1x]
|

P55 Processer i rowdy |

)

« Working Example 3: In Session 2 you saved the dataset Vsurvey.sav. Open this dataset.
Vsurvey contains one missing age for a respondent. You can replace this missing value with
mean substitution.

First find the mean age in Vsurvey.sav. (31)

Transform > Recode into Same Variables > add AGE >

m
E Recode inte Same Variables

Humeric Yariables:

&4 respondents gender [ge..
"a reposendents home regi...
&g ever winessed family v
&g ever used family violenc

[ respondents age in year...

0id and Mew Yalues...

| “optional case selection conction)

[ o

|| paste H Resst ][ Cancel H Hel ]

Click on Old and New Values > the old value for missing data was 999 > new Value 31 (mean
age) > Add Continue > OK

@ Recode into Same Variables: Old and New Values

rOld Value New Value
(%) value: (%) Walue: |31 |
= | | @ ssmwsT
() System-missing
Ol - Hevwy:
() System- or user-missing addl
Ranoe:
O Fang [ change |
through ‘ Remave
() Range, LOWEST through value:
() Rangg, walue through HIGHEST.
() Al gther values
I_ Cortinue I [ Cancel I I Helpr ]

(*If a missing data value had not been previously assigned select System/user-missing button.)
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B *Vsurvey.sav [DataSet1] - SPSS Data Editor (=)

Fie Edt ‘iew Data Transform Analyze Graphs  Utiities  Add-ons  Windowe  Help
EHE F b0 RE & Ah SaFE 308

1 gender il “isible: 5 of 5 Variables

gender age ‘ horme | witF | F\/’sewices|
I

20

] 341
] 361
1 271
1 56 2
1
1
1
2

o

211
3o
401
22
2 181
| I D

@ m |~ m ;e =

O - o s a s aa s
0O =2 =~ 000 == = =

=1

[4]

Data View “ariable View

SPSS Processoris ready

Now the missing age value (999) has been replaced with the mean age.

[

= Working Example 4: Recode a variable in diabetes.sav

Use the CIGS variable to create a new variable SMOKER which identifies smokers and non-
smokers.

If CIGS = 0 than define SMOKER = 1 (smokes 0 cigarettes per day)
If CIGS = 1 than define SMOKER = 2 (smokes at least 1 cigarette a day)

Check the recoding by comparing the values of CIGS with those of SMOKER

Label the values of the new variable as smoker and non-smoker.

Determine the number of smokers and non-smokers in the sample by obtaining a frequency
distribution (bar chart) of the new variable SMOKER

A
L"‘Eﬁ Working Example 5: Recode a variable in diabetes.sav.

Use the ALCOHOL variable to create a new variable DRINKER which divides individuals into
alcohol consumption level categories: non-drinkers, occasional drinkers and drinkers.

If ALCOHOL = 0 than define DRINKER = 1 (does not drink alcohol)

If ALCOHOL = 1 and < 7 than define DRINKER = 2 (drinks 1-7 standard drinks on average per
week)

If ALCOHOL > 7 than define DRINKER = 3 (drinks 8 or more standard drinks on average per
week)

e Check the recoding by comparing the values of ALCOHOL with those of the new variable
DRINKER.

o Label the values of the new variable.

e Determine the number of cases in the sample in each DRINKER category.

Save your data as diabetes.sav
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Locate a dataset relevant to your work to complete the following steps. The dataset can
be raw data (surveys) or data already entered into an Excel spreadsheet. If you have no
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& Week 2 Task: Working with Original Data

Please complete before Session 5 on Tuesday April 22.

such data either ask a co-worker for data or inform your facilitator and she will provide
you with a generic Public Health data set. The data should have at least 20 cases if
possible.

Using the skills and concepts outlined in Sessions 2-4 complete the following steps with

your original data set.

Define all variables
Enter case data
Check that the data has been entered correctly
Generate Descriptive Statistics

- frequencies for categorical variables.

- histograms, box plots and scatterplots for continuous variables
Assess normality for continuous variables
Make normality transformations for non-normal continuous variables
Recode at least one continuous variable into a categorical variable
Create and test at least one correlation hypothesis for categorical variables
(crosstab) or continuous variables (scatterplot)
Save the data your data set and your output.

At the end of this training workshop (May 1, 2008), you will be asked to present some of your
data analysis to the other participants.
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Session 5: Inferential Statistics and Correlations/Associations

Participants will be able to: Key Terms:
¢ Understand the difference between null hypothesis
Descriptive and Inferential Statistics alternative hypothesis
e Determine if there is a relationship correlation
between two categorical variables assumptions
o Determine the strength of relationships p-value

between two continuous variables

1 Descriptive Statistics

Sessions 2-4 focused on Descriptive Statistics--statistical methods used to describe and
summarize information obtained from the sample. Because it is usually impossible to survey or
observe the entire population of interest, data is gathered from a representative sample of that
population. If the sample data has a normal distribution, or the data was transformed to achieve
a normal distribution, further analysis can be done.

2 Inferential Statistics

After you have generates Descriptive Statistics about each of your variables you can begin to
conduct Inferential Statistics—using the results of samples (means of variables) to test
hypotheses. Inferential statistics compare the sample mean to a hypothesized value.

A hypothesis is a statement you seek to either prove or disprove with evidence from the sample
data. There are two types of hypotheses for each inferential statistical test:

The null hypothesis is always tested and then accepted or rejected
Ho: the population parameter (mean) = specific value

The alternative hypothesis says
Ha: the population parameter (mean) # specific value

There are usually assumptions that must be met before conducting inferential statistics tests,
most importantly:

e the data comes from a random sample of the population

¢ the data comes from a normal distribution

When conducting inferential statistics always

1) check for assumptions first, if assumptions are not met proceeding with statistical tests will
most likely end in inaccurate results that cannot be generalized to the population

2) define your null (Ho) and alternative (Ha) hypotheses by writing each out before testing the
null

3 Correlation
One inferential statistics test is correlation which looks for a relationship between two variables.

The Pearson coefficient describes the relationship between two continuous variables. Correlation
between two categorical variables is discovered through crosstabulation tables (crosstabs).

3.1 Testing correlation between two continuous variables

When looking for a correlation (linear association) between two continuous variables, scatterplots
are generated. If the data is normally distributed all data points will fall between +1 and -1.
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If all points line up along +1 they are positively correlated (as one value increases the other value
increases). If all points line up along -1 they are negatively correlated (if one value goes up the
other value goes down). If all points line up along the 0 line or they are randomly scattered there
is no correlation between the variables.

Scatter Diagram Correlation

Strong Hegative Weak Negative
Correlation Comel ation
No Comelation Weak Positive Strong Positive

Comelation Comelation

Hypotheses for continuous variable correlation test
Ho: no association between variables
Ha: there is an association between variables

There are 3 correlation assumptions for continuous variables:

1) data comes from a random sample and from a normal distribution
2) no missing data cases for the variables tested

3) the relationship between the variables must be linear

The test statistic of interest is Pearson’s correlation coefficient r which will always be less than .05
If the Pearson’s value is between

0-0.25 there is little or no association between the variables

0.25-0.5 there is a fair degree of association between the variables

0.5-0.75 there is a moderate to strong association between the variables

>0.75 there is a very strong association between the variables

_._I‘ti'

& Working Example 1: You want to see if there if is an association between some of the
variables in the diabetes.sav dataset. You suspect that the variables WEIGHT and ALCOHOL
are associated, and probably positively associated.

First check that WEIGHT and HEIGHT fulfill the assumptions.
Next write out your null and alternative hypotheses.

Ho:
Ha:
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To test the null hypothesis obtain a scatterplot
Graphs > Legacy Dialogs > Simple Scatter > Define

e o yew (un Duwiom e ]
& o Lk A
A disbetes 7 Wiaike: £ of 8 Yiriables
| s | sex [ weegh AGEca | [
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15 &7 1 200 - U
Y I T )
Dot Viewe | Varstie view [ | Defre |[ Cancel H Help
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The scatterplot that appear can be better interpreted if you add a fit line to the graph. Double
click on the scatterplot > Elements > Fit line at Total
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Do o e o [t e .
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Even without the fit line the points do not seem to have a strong linear correlation. Pearson’s R
statistic shows the variability in the dependent variable (y axis) that can be explained by the
independent variable (x axis). The closer R is to 1 the better the data fit the line.

R=0.18 > 0-0.25 there is little or no association between the variables

To test our correlation Ho further we can generate Pearson table.
Analyze > Correlate > Bivariate > add the variables WEIGHT and ALCOHOL > check Pearson >
one-tailed > flag significant correlations > OK

@ Bivariate Correlations
Varlsbles: T
ol Diagnesis of disbetes [d.. ol weight (k=) [weight] %l
ol Age (years) [age] 7l Alcohal consumption (r
ol sex sex]
ol Helght (oms) [height] R
Cigarette Consumption (... ‘ L 4 | Correlations
&’ age median splt in year...
Alcohol
cansumption
Weight (kgs) | (drinksiday)
TR F S TS Weight (kos) Fearson Correlation 1.000 4247
Pearson | | Kendal'staub | | Spearman = Sig. (1-tailed) 031
- N 20,000 20
[s=tuisnn Deance Alcohol consumption Pearson Correlation 48 1.000
O Tworsied ) Bretaled] (Hrinics/iay) Sig. (-talled) 031
M
Elag significant correfations 20 20.000
= Correlation is sighificant at the 0.0 level (1-tailed)
| ok I easte || messt || cancel || hHew |

R =.424 - there is a fair degree of association between the variables

Based on the analysis of the scatterplot and the bivariate correlation table, do we accept or reject
the Null Hypothesis (Ho)?
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3.1 Testing correlation between two categorical variables
A crosstabulation table (crosstab) and a chi-square test is used to show independence or
relatedness between two categorical variables.

Crosstabs display the relationship between two or more categorical (nominal or ordinal) variables.
The size of the table is determined by the number of distinct values for each variable with each
cell in the table representing a unique combination of values. Numerous statistical tests are
available to determine whether there is a relationship between the variables in the table. The
most common test is a Chi-square.

The hypotheses for a Chi-square test for correlation are
Ho: there is no association between the two categorical variables
Ha: There is an association between the categorical variables

There are 4 assumptions that must be verified before conducting chi-square tests:

1) data comes from a random sample and from a normal distribution

2) cells are mutually exclusive (no case is counted twice)

3) cells are exhaustive (all cases are included)

4) when the number of cells is less than 10 and when the total sample size is small, all expected
frequencies are 5 and above

Chi-squre tests are useful in proving whether or not there is any association between categorical
variables based on examining the p-value.

The p-value is the probability of the observed value when the null hypothesis (Ho) is true.
Because most statistical tests are run at a 95% confidence interval the p-value is set at 5% (.05).
So, if the p-value is less than .05 the observations from the data are significant. A p-value under
.05 means that the data can only happen when the null hypothesis is false. A p-value greater
than .05 shows that the data results could happen often when the Ho is true.

e Ifthe p-value is less than .05 we should reject the Ho and say there IS an association
between the two variables

o Ifthe p-value is greater than .05 we should accept the Ho and say there is NOT a
significant association between the two variables

o

““ Working Example 2: Generate a Crosstab

Let’'s examine the variables DIABETES and AGEcat (the categorical variable we created from the
continuous variable AGE) to see if there is an association between them.

Analyze > Descriptive Statistics > Crosstabs > select DIABETES as row > select AGEcat as
column > cells > Under Percentages click Row > Continue > OK
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] “DiabetesREcode.sav [DataSet?] - SPSS Data Editor B == B8 crosstabs
File Edt Wiew Data Transform | Analyze Graphs Liiies Add-ons Window  Help Row(s) Wl
EHE © o HE[  reots 3 % @ 8 ol Ace tyears) [ane] —— |l Diagnasis of diabetes [diak Lo SEEPEE
= d r [atin [« C= ]
1 : diabetes o Descriptive Statistios ¥ | 123 Frequencies s ‘ ) it =
ol vsicit (k=) [weiabt] \ Format |
diabetes agg  CmpareMeans D a8 e B ol Height (oms) Iheigrt Colunmnisy e
1 0 General Linear Model ¥ | B Explore |~ ol Cigarstte Consumption (o, | —— | age median spit in years [A...
3 0 Conelete b |FX] crosstabe : ol 21cchol consumption (arink. . | + ‘
3 1 Regression » |72 Retio
4 0 Classify » | [ pppiats... Layer 10f 1
5 0 Data Reduction » |2 g Piots.
6 i Segle T 185
7 0 Wonperametric Tests ¥ 70 5 158 =
a 0 Time Series » koo 156
a 0 Multile Response ¥ bas 175
i 3
10 0 Sy G 86.1 180 = [ Display clustered bar charts
| Froccue 1
[ Suppress takles
Data Wiew | Varisble View
[ oK || paste || messt || cancel || Hem
Crosstabs SPSS Processor is resdy
Case Processing Summary
FH Crosstabs: Cell Display Cases
count Valid Missing Total
ouns
M Percent M Percent il Percent
[¥] Ghsarved Diaghosis of diabetes =
a0 median solit 1 vear 20 100.0% 1} 0% 20 100.0%
[ Expected
Percentages Residuals Diagnosis of diabetes * age median split in years Crosstabulation
al
[ unstandersized age median splitin years
i O it upthru 46 | 47 orolder | Total
[ Totsl [] sjusted standardized Diagnosis of diabetes  No Count B 4 10
% within Diagnosis of
Noninteger Weights e 60.0% 40.0% | 100.0%
(%) Round cell courts () Round case weights es Count 4 ] 10
() Truncate cel courts () Truncate case weights mawblé?ég R 40.0% 60.0% 100.0%
() Mo adjustments Total  Count 10 10 20
% within Diagnosis of
cortnue || cancel || hHem diabates 50.0% 50.0% | 100.0%

3.1.1. Reading a Crosstab

Crosstabs show counts and percents.

How many diabetics are 46 years old or younger?

How many non-diabetics are 47 years or older?

Does there appear to be an obvious relationship between age and diagnosis of diabetes?

3.1.2 Significance Testing for Crosstabs — Chi-square

You may think there is a relationship between the variables but could this be just a random
variation (naturally occurring) in your sample? The most common test to determine if the
relationship between the variables is a true correlation or just random chance is a Chi-square.

The Pearson chi-square statistic tests the hypothesis that the row and column variables are
independent (unrelated) tests the stregth of the correlation. The value of the statistic is not very
important. Instead, look at the Significance value (sig.) or p-value.

The lower the p-value, the less likely the two variables are independent (unrelated) the higher the
p-value the more likely the two variables are related.

Remember our hypotheses

Ho: there is no association between the two categorical variables
Ha: There is an association between the categorical variables
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o

“= Working Example 3: Generate a Chi-square
Analyze > Descriptive Statistics > Crosstabs > Statistics> Chi-square > Continue > OK

@ Crosstabs: Statistics
[ Correfations
Nominal Ordinal

[] Contingency coefficient [] camma

[ Phi and Cramer's v [] somers' o
[ Lamba [] Kendall's taut
[] Uncertairty coefficient [] Kendal's tau-g
Nominal by Interval [ Keppa
[lga [ Risk

[] MeNemar

[] Cochran's and Mantel-Haenszel statistics

| come || cancel || Hem
Diag) is of diabetes * age lian split in years Crosstabulation
age median splitin vears
upthru 46 | 47 orolder Total
Diagnosis of diabetes Mo Count B 4 10
% within Diagnosis of 60.0% 40.0% 100.0%
dighetes : : :
es Count 4 B 10
% within Diagnosis of
diabetes 40.0% 60.0% | 100.0%
Total  Count 10 10 20
% within Diagnosis of
diabetes 50.0% 50.0% | 100.0%
Chi-Square Tests
Asymp. Sio. Exact Sig. (2- Exact Sig. (1-
Value of (2-sided) sided) sided)
Fearson Chi-Square aona 1 371
Continuity Correction® 200 1 655
Likelihood Ratio 205 1 369
Fisher's Exact Test 656 328
Linear-by-Linear
Association Gt L LB
M ofYalid Cases 20

a. 0 cells {0%) have expected count less than 5. The minimum expected countis 5.00.
b. Computed only for a 2x2 tahle

The Pearson Chi-square p-value is greater than .05
Do we accept or reject the null hypothesis?

-.'It"l
& Working Example 4
Obtain a Crosstab for DIABETES and SEX.

Then generate a Chi-square for these variables.

What conclusion can you make about the null hypothesis? (accept or reject) Why?
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Session 6: One-sample and paired t-tests

Participants will be able to: Key Terms:
e Check for t-test assumptions null hypothesis (Ho)
o Write hypotheses for t-tests alternative hypothesis (Ha)
e Conduct a one-sample t-test assumptions
¢ Conduct a two sample (repeated p-value
measures) t-test confidence interval
t-statistic

1 Inferential Statistics
T-tests are used in inferential statistics. They are statistical tests used to make statements about
the population based on the characteristics of a sample.

2 Types of t-tests
A t-test is used to determine whether there is a significant difference between two sets of scores.
There are three main types of t-tests:

e One-sample

o Repeated-measures

¢ Independent groups

T-tests make hypotheses about population means

Each statistical test has certain assumptions that must be met before analysis. If the
assumptions are violated the test will not yield accurate results and generalizations about the
population may be false.

The assumptions for all t-tests are:
e Tests are conducted on continuous variables.
e Scores were gathered from a random sample of the population.
e Scores are normally distributed.
e Scores are independent (data do not overlap, observations are not shared)

2.1 One-sample t-test

The one-sample t-test is used when you have data from a single sample of participants and you
want to know if the mean of the population () from which the sample is drawn is the same as a
hypothesized mean.

The hypotheses for a one-sample t-test are

Ho: u= specific value Ha: y # specific value

We accept the Ho when the p-value is less than .05 and if O is not in the 95% confidence interval
range (between lower and upper). If the p-value is less than .05 the population mean is
significantly different than the hypothesized mean. If O is not in the confidence interval we cannot

be confident that our hypothesized mean will also be the population mean.

Remember to check assumptions and define your hypotheses before conducting the statistical
test.

We will use the data set pulse.sav to practice t-tests. The pulse data was collected from a

random selection of 92 youth who participated in a simple experiment. Each participant’s resting
heart rate pulse was recorded. Then each person flipped a coin. If the coin came up heads they
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ran in place for one minute and then their pulse was recorded again. If the coin came up tails the
participant did not run, waited one minute and had their second pulse recorded.

Pulse.sav contains the following:

Variable Description
Pulse1 first pulse rate in beats per minute
Pulse2 second pulse rate in beats per minute
Ran 1=ran 2= did not run
Smokes 1= smokes regularly 2 = does not smoke regularly
Sex 1=male 2=female
Height height in inches
Weight weight in pounds
Activity usual level of physical activity 1= slight 2 = moderate 3 = a lot

Locate and open pulse.sav

",
"= Working Example 1: Population mean weight one-sample t-test

Conduct a one-sample t-test with the following hypotheses
Ho: p weight = 120 pounds Ha: p weight # 120 pounds

Analyze > Compare means > One-Sample t-test

| P rtaton 1] - 595 D it =
D DR pe= (e Dewem (B G e Adigw  gree e ]
OB B 6 LBl e .|: [T L)
o Cgacrgtes Sy b Vit 851 8 verm—
et | ol

13 =

.. @

5 &

® “

L Ta b ]

] 7] r200

19 & Tem

N 76 1 no 13

= o ; s 10

n L 1 nm 155

M @ 1 0m 153

r-] L] 1 & m 184

% &0 1 nm 170

F & 1 200 7%

= &6 1 EBm b3

2 n 1 1 T30 11

0 &8 1 1 e L 1]

n n 1 Bm 1%

n mn 1 7100 170

n k] 1 al ] L) !

—— 8 > = b .

[ p————
Cre-Samgin 1 Trst PSS racenser n ety

Select the variable Weight > type the test value (120) > OK

@ One-Sample T Test

Test Variable(s)
4% First pulse rate [pulset] &% weight In pounds [weight]
¢” Second pulse rate [puls..

ol rer

ol smokes E|

sex

Options

@ height in inches [height]
ol Usual level of activity [a

Test Value:

L Ok il Paste H Reset || Cancel H Help
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One-Sample Statistics

Std. Error
[+ hean Std. Devigtion hean
weightin pounds 92 14615 237349 2475

One-Sample Test

TestWalue=120

95% Confidence Interval ofthe
Diffarence
/_\ Mean /‘_\
i df Sig. (2-tailed) Differance Lot Lppear
waight in pounds 10162 41 .00o0 25152 \ 20.24 20.07

Do we accept or reject the Ho: y weight = 120 pounds?
Why?

What do our sample data tell us about the population?

211 Whatis a t statistic?

The t statistic is a measure of how extreme a statistical estimate is. You compute this statistic by
subtracting the hypothesized value from the statistical estimate (u ) and then dividing by the
estimated standard error. In many, but not all situations, the hypothesized value would be zero.

The hypothesized value is reasonable when the t-statistic is close to zero. The hypothesized
value is not large enough when the t-statistic is large positive. The hypothesized value is too
large when the t-statistic is large negative.

What does the t-statistic tell us about our sample?

-.'I{"I
& Working Example 2: Continue working with the Pulse.sav data set. Test the following
hypotheses:

The mean population height for males is 75 inches.

The mean population weight for females is 120 pounds.

A Tip: To test the first hypothesis for males you must select the males using the Select
Cases Procedure.

Data > Select Cases > If condition is satisfied > If > select sex > type = 1 > Continue > OK
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e e e [y pe—

Now SPSS will only analyze male cases (where sex =1). Notice the Filter on at the bottom of the
screen. After you have tested the male hypothesis, change your “If” statement to Sex = 2 to
select the female cases. When you are finished analyzing the female cases, restore the male
students by clicking on All cases in the Select cases box or simply “reset”.

What did you find?
Ho: u height for males = 75 inches. Accept or Reject

Ho: y weight for females = 120 inches. Accept or Reject

2.2 Paired t-test (repeated-measures)
A paired or repeated-measures t-test is used when you have pre-test and post-test data from only
one group of participants.

Experimental Group Control Group
score intervention score score score
O X o] @] O

If the same randomly sampled population is tested twice over time and there is a difference in
their means, that difference can be attributed to the independent variable or the treatment effect
(exposure to the intervention), as long as confounding factors are controlled for.

The paired t-test has the same assumptions as the one-sample t-test. However, if your sample
size is under 30 the difference between the scores for each participant (pre- and post-) should be
normally distributed. This assumption is tested by testing the normality of each variable (score 1
and score 2) which will allow you to assume that the difference scores are also normally
distributed.

The hypotheses for the paired t-test are:

Ho: y1 = p2 (no change) Ha: y1 # p2 (is change)

We accept the Ho when the p-value is less than .05 and if O is not in the 95% confidence interval
range (between lower and upper).
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o

“= Working Example 3: Conduct a paired t-test on pulse.sav data. Test the hypothesis:

Ho: u pulse1 = y pulse 2 for all participants

Analyze > Compare means > Paired sample t-test > select Pulse 1 and Pulse 2 > OK

G PULSE S (Dot ] - S995 Data Edbinr =oEl

= ey

EE
¥ £ Paired Samples T Test
| 1 a Paired Wariables: [ e
: & First pulse rate [pulset] Pair “Variabls1 Wariable2 %l
00 & Second pulse rete [puls . 1 First pul Second
ol ran 2
ol smokes 4
» e . +
’, : 3 &b height in inches [height]
= 1 ' & weight in pounds [weight] | * | ¥
a ol Usual level of activity [a
. & sex =1 (FILTER] [fiter_3]
-
e Toeme [ ok [ easte |[ Resst || concel |[ hem
et o T
Paired Samples Statistics
/'\ Std. Errar
Mean N Std. Deviation Mean
Pair 1 First pulse rate ( 7287 92 11.009 1.148
Second pulse rate g0.00 92 17.094 1.782
Paired Samples Correlations
I Carrelation Sig.
Pair1  First pulse rate & Second
pulse rate 92 B16 .0oo
Paired Samples Test
Faired Differences
95% Confidence Interval ofthe
Difference
Std. Error /\D/\
Mean Std. Deviation Mean Lowver Upper 1 df id. (I-failed)
Fair1  First pulse rate - Second
pulse raie -T.430 13.471 1404 N\ -5810 -4.34]  -5077 a1 \ 000
What did you find?
Ho: u pulse1 = p pulse 2 for all participants Accept or Reject Why?

-!"-.'
& Working Example 4: Test the following hypothesis:
Ho: u pulse1 = y pulse 2 for all female runners

What did you find?
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Session 7: Independent (two-sample) t-tests and One-way Analysis of Variance (ANOVA)

Participants will be able to: Key Terms:

e Check for t-test assumptions null hypothesis (Ho)

o Write hypotheses for t-tests alternative hypothesis (Ha)

e Conduct an independent group, variance (between-groups,
two-sample t-test within-groups)

e Conduct a one-way analysis p-value
of variance (ANOVA) with normality
post hoc analysis confidence interval

Levene’s test
Tukey’s test

1 Inferential Statistics
T-tests are used in inferential statistics. They are statistical tests used to make statements about
the population based on the characteristics of a sample.

2 Independent groups (two-sample) t-tests

The independent groups (two-sample) t-test is used when the participants in one condition are
different from the participants in another condition. A two-sample t-test is conducted on random
samples of the same population (females and males, smokers and non-smokers).

The means of the two groups are compared to determine whether the difference between means
for the two sets of scores is significant.

The Hypotheses for an independent two sample t-test are:
Ho: p1 = p2 Ha: 1 # p2

Two-sample t-test assumptions are:

Tests are conducted on continuous variables.
Scores were gathered from a random sample of the population.
Scores are normally distributed.

Scores are independent (participants should only appear in one group and these groups
should be unrelated)

Additionally the two-sample t-test has the assumption:
o Homogeneity of variance- the groups should come from populations with equal variances

Variance - a measure based on the deviations of individual scores from the mean.

A Tip: To test for homogeneity of variance use the Levene’s test for equality of variances.
The hypotheses for Levene’s test of variance are:

Ho: no significant difference between the variances of the group scores
Ha: there is a significant difference between the variances of the group scores

If the Levene’s test result is not significant (p-value is greater than .05) we accept the null

hypothesis (Ho). If this test statistic is significant (a p-value less than .05) you reject the null
hypothesis and a Post Hoc Comparison is done.
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2.1 Conducting a two-sample t-test
Using the pulse.sav data set you want to find out if the population mean weight is the same for

males and females?

Write your hypotheses:
Ho:
Ha:

2.1.1 Check for normality
To satisfy the normality assumption and because we are working with two independent groups it
is good to first check the normality of each set of scores separately.

]

- Working Example 1: Check male/female WEIGHT for normality

Data > select cases > If condition is satisfied> If > sex = 1 > Continue > OK

Analyze > Descriptive Statistics > Explore > add WEIGHT to the Dependent list > add SEX to the
Factor List > plots > histogram > check Normality plots with test > Continue > OK

==
“

E Explore: Plots
Boxplots Descriptive
@ Explore .
(2] Eactor levels together [ stem-and-zat
Dependert List: -
Statistics O v
(67 First putse rete [oulse1] | —— |65 Wweiahit i pounce [weisti] 7‘ LD R stns Histagram
&P Second pulse rate [puls... ‘ + ‘ ‘ Plots... ‘ () hlone
d:l ran ‘ Options...
ol smokes Factor List Mormality plots with tests

Spread vs Level with Levene Test

& heigntin nches (heigre] | —— K
,{lUsua\ level of activity [a.. « ‘
(%) hlone.

Label Cazes by:
) Power estimation

Display () Transfarmed

@ Both () Statistics () Plots O Urtranstormed

ok || peste |[ Eeset |[ cancel |[ hem | contrue || comcel || Hep

Are Male WEIGHT and Female WEIGHT normally distributed variables?

If not, what steps should you take next?
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2.1.2 Conduct and independent groups (two-sample) t-test

American Samoa Community Cancer Network

I
& Working Example 2: Analyze > Compare means > Independent samples t-test > add the
variable WEIGHT to the Test variable > add SEX to the Grouping variable

T PULSE AV [abafiot 1] - 5955 Bt (e

| Independent-Samples T Test

Test Variahle(s):

@9 First pulse rate [pulzel)]
é) Second pulse rate [puls...

,{I ran
o ¢
smokes
& height in inches [height]
l{l Usual level of activity [a
| ¢

@9 wweightt in pounds [weight]

Grouping Yariable:
ex(? 7)

‘ Define Groups... |

Options: |

| Reset H Cancel H

Help

Click Define groups > type the lowest value for the variable (1 = male, 2= female) > Continue >

OK

@ Define Groups

(5) Use specified values

) Cut paint.

o [conee J[__rer_J)

First we must check Levene’s test for equal variance.

Group Statistics
Std. Error
& I hean Std. Deviation Mean

weightin pounds  Male 57 | 1488.2632 1863611 2.46841

Female 35 | 123.8000 13.37205 2.26029

Independent Samples Test
Levene's Test for Equality of
ariances tHest for Equality of Means
95% Confidence Interval of the
Difference
/\ Mean Sid. Errar
F Sig. 1 df Sig. (2-tailed) Difference Difference Lower Lpper

T W T K T 3251 a5 | as2a a0 a0 3446316 361672 2727781 41 54841

Equal variances not

] 10,297 87.712 .aoo 446116 3.24593 27.81153 4111479

Levene’s p-value is greater than .05. Do we accept or reject the Ho?

Ho: no significant difference between the variances of the group scores

If Levene’s assumption is not met the two groups cannot be compared using a
independent samples t-test. Then Levene's test becomes a meaningful result showing that
population group variances are different.

If the groups have equal variance we then look at the p-value in the “Equal variances
assumed” row. If the p-value is less than .05 we reject the Ho. If O is not included in the
Confidence interval range we reject the Ho.
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What do we conclude about the independent sample t-test hypotheses?
Ho: u1 =p2 accept or reject

3 One-way, between groups Analysis of Variance (ANOVA) with post hoc comparisons

The independent two sample t-test tests the hypothesis that two population means are equal.
When you want to compare the means of more than two groups or levels of an independent
variable a one-way analysis of variance (ANOVA) can be done.

The ANOVA test looks at two types of variance: between groups variance and within groups
variance. Between groups variance measures the effect of the independent variable (treatment
effect). Within groups variance is how much variance exists between individual cases in a
group (determined by normality and Levene’s tests).

ANOVA looks at the F-ratio which is a ratio of the two types of variance. A significant F-ratio
(less than .05) indicates that the population means are probably not equal and the Ho is rejected.
But we go on to analyze where the significant differences in population means lie through post
hoc analysis.

Post hoc analysis involves hunting through the data for any significance or doing a set of
comparisons. The post hoc test we will use is Tukey’s honestly significant difference (HSD).

The hypotheses for ANOVA are:

Ho: all population means are equal (u1 = p2 = p3...)
Ha: not all population means are equal

The ANOVA assumptions are:
e Random samples representative of the population in a normal distribution
e Observations are independent (participants should only appear in one group and these
groups should be unrelated)
e Population variance is equal (proved with a Levene’s test)

3.1 Check for normality
All population samples should have a normal distribution. Each sample should first be checked
for normality. If a sample is non-normal a transformation can be performed.

3.2 Check for Homogeneity of variance (Levene’s test)
ANOVA tests also assume that each group should have similar variances. Levene'’s test
determines if variances are equal or not.

3.3 Conduct an ANOVA with post hoc analysis

The data set Work7.sav contains information on monthly household healthcare spending in four
Australian cities. Random samples of 25 2-person households from each city were asked to
record their healthcare spending over 6 months. (This is an independent groups design because
each group were in different cities. If the sames subjects were in all the same conditions a
repeated measures test could be done).
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o
= Working Example 3: First open the dataset Work7.sav

Analyze > Compare means > One-way ANOVA > add cost of healthcare to the Dependent list >
add city to the factor list>
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E One-Way ANOVA

Dependent List:

.
.
0
0
.
.
.
.
.
.

f cost of heathcare [cost]

-

Factar:
city

K2} rr—

Ok, 7I| Pazte || Rezet || Cancel H Help I

Click Options > Check Descriptive and Homogeneity of variance test > continue > Click Post Hoc
> check the box for Tukey > Continue > OK

2] One-Way ANOVA: Options

] One-Way ANOVA: Post Hoc Multiple Comparisons

Descriptive

Equal Variances

O Exclude cases lishwise

[isp [ s-m- [ waller-Duncan
[] Eixed and random effects [ Borerroni =] Type: IType Il Error Ratio
=] [ sitak [ Tugey's L] bunngtt
[ Brown-Forsythe [ schette [] puncan (Cetifel CEHEER ‘Last 'l
[ ] wielch [ R-E-GWE [JHachbergs otz [ Test

[IREGWG [ Gabriel [-:E:- 2-sided (O = Cortral (O = Control
[ Means plot

MissingValues Equal Variances Not

(3) Exciue cases analysis by analysis [JTamhanes T2 [ Dunnett's T3 [ ] Games-Howel [] Dunnett's C

Sigrificance level

L Cantinue ” Cancel “

Help [ Continue I [

Cancel ] [

Help

J
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Descriptives
costof healtheare
95% Confidence Interval for

[+ hean Std. Deviation | Std. Error [ Lower Bound Upper Bound Minimum | Maximum
Adelaide 25 49728 56.628 11.326 47391 520.65 383 621
Hobart 25 515.84 56.529 11.306 492.51 53917 397 647
Melbourne 25 531.20 63.976 12,795 50479 557.61 397 677
Ferth 25 55512 72576 14515 52516 585.08 429 739
Total 100 52486 £5.385 £.539 511.89 537.83 383 739

Test of Homogeneity of Variances
2
Levene /
Statistic dft df2 Sig.
817 3 95 |\ 488

To interpret the output first look at Levene’s test.
What can we conclude about equal variance? Accept or reject Ho?

Ho: no significant difference between the variances of the group scores

ANOVA
—ostafhealtheare
Surn af (
Sguares df Mean Sguare F Sig.
Between Groups 44947.000 3 14982333 3.802 QB/
Within Groups 378299.040 96 3940615
Total 423246.040 99

Next look at the F-statistic p-value. If it is less than .05 we reject the ANOVA hypothesis

Ho: all population means are equal (1 = p2 = y3...)

If we reject the Ho then we can look at the Post Hoc tests (Tukey) to determine where the

significant difference in population means occurs.

Between which cities is there a significant difference in monthly healthcare spending?
Post Hoc Tests

Multiple Comparisons

cost of healthcare
y HOD
95% Confidence Interval
_Mean

(1 city Iy ity Dn’ferS?ce . Std. Error @ Lower Bound | Upper Bound
Adelaide Hobart -18.560 17.755 723 -64.98 27.86
Melbourne -33.920 17.755 prich -80.34 12.80
] > perth TR0 | 17.755 Jilit -104.26 -11.42
Hobart Adelaide 18.5860 17.755 723 -27.86 6498
Melbourne -15.360 17.755 823 -61.78 31.06
Perth -38.280 17.758 27 -85.70 714
Melbourne  Adelaide 33920 17.755 prich -12.50 80.34
Hobart 15.360 17.755 823 -31.08 61.78
Perth -23.920 17.758 A35 -70.34 22.80
7 Perth Adelaide 57.840° 17.755 .oog 11.42 104.26
Hobart 39280 17.755 27 -7.14 aa8.70
Melbourne 23.920 17.755 535 -22.50 T0.34

< The mean difference is significant at the 005 Tever—

61



Fundamentals of SPSS Participant Workbook American Samoa Community Cancer Network
April-May 2008 Sara Krosch, MA

I
“= Working Example 4: Open the data set fevlect.sav. It contains data from a study that looked
at the lung function in respiratory patients treated in outpatient departments of three different
hospitals.

e Which variable that contains the respiratory measurements?
¢ Which variable identifies the three hospitals?

Look for any evidence that, on average, the lung function of respiratory patients differs between
the three hospitals.

Ho:

Ha:

Run an ANOVA with post hoc comparison test.

e What is the Levene’s p-value?

e What is the F p-value?

e Do you accept or reject the Ho ?

e What are the mean FEV1 levels observed in the three hospitals?
Hospital 1 Hospital 2 Hospital 3

¢ Do these means appear to be different?

e Is a post hoc test required?
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@ Week 3 Task: Working with Original Data
Please complete before Session 8 on Thursday May 1.

Continue working with your original data set.
Using the skills and concepts outlined in Sessions 5-7 complete at east one of the
following with your original data set.

¢ Create and test at least one correlation hypothesis for categorical variables

(crosstab) or continuous variables (scatterplot)
e Conduct at least one t-test (one sample, paired sample, two-sample)
e Conduct an ANOVA with post hoc comparison test

Save the data your data set and your output.

At the net session (May 1, 2008), you will be asked to present some of your data analysis to the
other participants.
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Statistics Overview

Statistics

Descriptive Inferential

Statistics Statistics

Categorical Continuous Categorical Continuous
Data Data Data Data

-Frequr:ency tables -gistoigrflms Correlation *Hypothesis testing
*Bar /pie charts oxplots (Crosstabs &

«Scatterplots

Chi-square) *One-sample t-test

o *Paired t-test
*Assess normaility Two-sample t-test
*Make transformations -ANOVA (post hoc)

*Confidence intervals
«Correlation (Pearson’s
Coefficient)

« Levene's test
» Tukey's test
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Statistics Terms

e Statistics - a set of concepts, rules, and procedures that help us to:
o organize numerical information in the form of tables, graphs, and charts;
o understand statistical techniques underlying decisions that affect our
lives and well-being; and
o make informed decisions.

o Data - facts, observations, and information that come from investigations.

o Continuous data sometimes called quantitative data -- the result of using
some instrument to measure something

o Categorical data also referred to as frequency or qualitative data.
Things are grouped according to some common property(ies) and the
number of members of the group are recorded (e.g., males/females,
vehicle type).

e Variable - property of an object or event that can take on different values. For
example, college major is a variable that takes on values like mathematics,
computer science, English, psychology, etc.

o Discrete Variable - a variable with a limited number of values (e.g.,
gender (male/female), college class (freshman/sophomore/junior/senior).

o Continuous Variable - a variable that can take on many different values,
in theory, any value between the lowest and highest points on the
measurement scale.

o Independent Variable - a variable that is manipulated, measured, or
selected by the researcher as an antecedent condition to an observed
behavior. In a hypothesized cause-and-effect relationship, the
independent variable is the cause and the dependent variable is the
outcome or effect.

o Dependent Variable - a variable that is not under the experimenter's
control -- the data. It is the variable that is observed and measured in
response to the independent variable.

o Qualitative Variable - a variable based on categorical data.

o Quantitative Variable - a variable based on continuous data.

e Graphs - visual display of data used to present frequency distributions so that
the shape of the distribution can easily be seen.

o Bar graph - aform of graph that uses bars separated by an arbitrary
amount of space to represent how often elements within a category
occur. The higher the bar, the higher the frequency of occurrence. The
underlying measurement scale is discrete (nominal or ordinal-scale data),
not continuous.

o Histogram - a form of a bar graph used with interval or ratio-scaled data.
Unlike the bar graph, bars in a histogram touch with the width of the bars
defined by the upper and lower limits of the interval. The measurement
scale is continuous, so the lower limit of any one interval is also the upper
limit of the previous interval.

o Boxplot - a graphical representation of dispersions and extreme scores.
Represented in this graphic are minimum, maximum, and quartile scores
in the form of a box with "whiskers." The box includes the range of scores
falling into the middle 50% of the distribution (Inter Quartile Range = 75"
percentile - 25" percentile)and the whiskers are lines extended to the
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minimum and maximum scores in the distribution or to mathematically
defined (+/-1.5*IQR) upper and lower fences.

Scatterplot - a form of graph that presents information from a bivariate
distribution. In a scatterplot, each subject in an experimental study is
represented by a single point in two-dimensional space. The underlying
scale of measurement for both variables is continuous (measurement
data). This graph is the most useful techniques for gaining insight into the
relationship between two variables.

Measures of Center - Plotting data in a frequency distribution shows the general
shape of the distribution and gives a general sense of how the numbers are
bunched. Several statistics can be used to represent the "center" of the
distribution. These statistics are commonly referred to as measures of central
tendency.

(0]

Mode - The mode of a distribution is simply defined as the most frequent
or common score in the distribution. The mode is the point or value of X
that corresponds to the highest point on the distribution. If the highest
frequency is shared by more than one value, the distribution is said to be
multimodal. Itis not uncommon to see distributions that are bimodal
reflecting peaks in scoring at two different points in the distribution.
Median - The median is the score that divides the distribution into halves;
half of the scores are above the median and half are below it when the
data are arranged in numerical order. The median is also referred to as
the score at the 50™ percentile in the distribution. The median location
of N numbers can be found by the formula (N + 1) /2. When N is an odd
number, the formula yields a integer that represents the value in a
numerically ordered distribution corresponding to the median location.
(For example, in the distribution of numbers (3 1 54 9 9 8) the median
location is (7 + 1) / 2 = 4. When applied to the ordered distribution (1 3 4
58 9 9), the value 5 is the median, three scores are above 5 and three
are below 5. If there were only 6 values (1 3 4 5 8 9), the median location
is (6 + 1)/ 2 =3.5. In this case the median is half-way between the 3"
and 4™ scores (4 and 5) or 4.5.

Mean - The mean is the most common measure of central tendency and
the one that can be mathematically manipulated. It is defined as the
average of a distribution is equal to the SX/ N. Simply, the mean is
computed by summing all the scores in the distribution (SX) and dividing
that sum by the total number of scores (N). The mean is the balance
point in a distribution such that if you subtract each value in the
distribution from the mean and sum all of these deviation scores, the
result will be zero.

Measures of Spread - Although the average value in a distribution is informative
about how scores are centered in the distribution, the mean, median, and mode
lack context for interpreting those statistics. Measures of variability provide
information about the degree to which individual scores are clustered about or
deviate from the average value in a distribution.

0

Range - The simplest measure of variability to compute and understand
is the range. The range is the difference between the highest and lowest
score in a distribution. Although it is easy to compute, it is not often used
as the sole measure of variability due to its instability. Because it is
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based solely on the most extreme scores in the distribution and does not
fully reflect the pattern of variation within a distribution, the range is a very
limited measure of variability.

o Intergquartile Range (IQR) - Provides a measure of the spread of the
middle 50% of the scores. The IQR is defined as the 75" percentile - the
25" percentile. The interquartile range plays an important role in the
graphical method known as the boxplot. The advantage of using the
IQR is that it is easy to compute and extreme scores in the distribution
have much less impact but its strength is also a weakness in that it
suffers as a measure of variability because it discards too much data.
Researchers want to study variability while eliminating scores that are
likely to be accidents. The boxplot allows for this for this distinction and is
an important tool for exploring data.

o Variance - The variance is a measure based on the deviations of
individual scores from the mean. As noted in the definition of the mean,
however, simply summing the deviations will result in a value of 0. To get
around this problem the variance is based on squared deviations of
scores about the mean. When the deviations are squared, the rank order
and relative distance of scores in the distribution is preserved while
negative values are eliminated. Then to control for the number of
subjects in the distribution, the sum of the squared deviations, S(X - “X),
is divided by N (population) or by N - 1 (sample). The result is the
average of the sum of the squared deviations and it is called the variance.

o Standard deviation - The standard deviation (s or s) is defined as the
positive square root of the variance. The variance is a measure in
squared units and has little meaning with respect to the data. Thus, the
standard deviation is a measure of variability expressed in the same units
as the data. The standard deviation is very much like a mean or an
"average" of these deviations. In a normal (symmetric and mound-
shaped) distribution, about two-thirds of the scores fall between +1 and -1
standard deviations from the mean and the standard deviation is
approximately 1/4 of the range in small samples (N < 30) and 1/5 to 1/6 of
the range in large samples (N > 100).

e Measures of Shape - For distributions summarizing data from continuous
measurement scales, statistics can be used to describe how the distribution rises
and drops.

o Symmetric - Distributions that have the same shape on both sides of the
center are called symmetric. A symmetric distribution with only one peak
is referred to as a normal distribution.

o Skewness - Refers to the degree of asymmetry in a distribution.
Asymmetry often reflects extreme scores in a distribution.

= Positively skewed - A distribution is positively skewed when is
has a tail extending out to the right (larger numbers) When a
distribution is positively skewed, the mean is greater than the
median reflecting the fact that the mean is sensitive to each score
in the distribution and is subject to large shifts when the sample is
small and contains extreme scores.

= Negatively skewed - A negatively skwed distribution has an
extended tail pointing to the left (smaller numbers) and reflects
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bunching of numbers in the upper part of the distribution with
fewer scores at the lower end of the measurement scale.
Kurtosis - Like skewness, kurtosis has a specific mathematical definition,
but generally it refers to how scores are concentrated in the center of the
distribution, the upper and lower tails (ends), and the shoulders (between
the center and tails) of a distribution.
= Mesokurtic - A normal distribution is called mesokurtic. The
tails of a mesokurtic distribution are neither too thin or too thick,
and there are neither too many or too few scores in the center of
the distribution.
= Platykurtic - Starting with a mesokurtic distribution and moving
scores from both the center and tails into the shoulders, the
distribution flattens out and is referred to as platykurtic.
= Leptokurtic - If you move scores from shoulders of a mesokurtic
distribution into the center and tails of a distribution, the result is a
peaked distribution with thick tails. This shape is referred to as
leptokurtic.
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